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ABSTRACT

Software development managers should conduct development management properly for achieving the quality required from the user. The major factors under the development planning are the quality, cost, and delivery (QCD), and they are needed to be satisfied enough. However, there are several problems for software development management. For example, when the software development managers make a decision by using the existing development management methods, the amount of information for the decision-making is not enough. That is, the existing development management methods are not realistic and applicable because they are not reflected the actual development environment enough. From these backgrounds, this doctoral thesis discusses the software development management methods based on software reliability growth models (SRGMs). Especially, we develop them in terms of the software development optimization. Concretely, we treat these problems: a change-point problem, an optimal software release problem and an optimal testing-resource allocation problem.

This thesis is composed of the following chapters: Chapter 2 discusses a change-point modeling framework and a detection method. Chapter 3 discusses an analytical optimal software release problem based on the change-point model. Chapter 4 and 5 discuss an optimal software release problem and an optimal testing-resource allocation problem based on the multi-attribute utility theory (MAUT).

In Chapter 2, the change-point modeling framework based on typical NHPP (nonhomogeneous Poisson process) models and the detection method are discussed. The testing-time when the stochastic characteristics of software failure-occurrence time-intervals change due to a change of testing-environment is called change-point. It is known that the occurrence of the change-point influences the accuracy of the SRGM-based software reliability assessment. The existing SRGMs are not introduced the concept although the change-point is known as a problem in the actual testing-environment. Furthermore, the change-point is caused by software development management or technical aspects of software development. In the former case, the change-point is determined sensuously by the software development managers. On the other hand, in the latter case, the change-point occurs as the natural phenomenon. Nevertheless, there is not the theoretical method for detecting the change-point. Therefore, we improve the accuracy of existing SRGMs by reflecting the actual testing-environment as the aim of this chapter. In this thesis, we develop specific NHPP models with the change-point, and confirm that the proposed models have better performance than the existing models. Also, we apply the Laplace trend test for developing the detection method. The Laplace trend test is a method for observing the time when the trend of software reliability growth process changes. Concretely, we confirm the effectiveness as a change-point detection method by comparing the goodness-of-fit for the existing models and our models applied the estimated change-points. Our change-point detection method enables us to evaluate whether the software development managers could determine the change-point properly or not.

In Chapter 3 and 4, the optimal software release problem is discussed. It is an optimization problem on estimating optimal shipping time of the software product. Normally, SRGMs are applied for discussing the optimal software release problem. However, the actual testing-environment is not reflected to this problem because the change-point is not considered. Therefore, we discuss the optimal software release problem based on the change-point model. We can estimate the optimal release time and optimal testing-time duration from the change-point
to the termination time of testing simultaneously by formulating a cost function based on a change-point model. Furthermore, normally, when the optimal release time is determined, an evaluation criterion tends to be focused. Since there is not the method for considering the multiple evaluation criteria simultaneously. Therefore, we apply the multi-attribute utility theory for solving them. MAUT is the utility theory on decision-making with considering multiple constraints. Additionally, the decision-making for the development management is evaluated by using the utility as an evaluation criterion. The optimal release time and optimal testing-time duration from the change-point to the termination time of testing are derived as the optimal solutions by solving the optimization problem.

In Chapter 5, we discuss an optimal testing-resource allocation problem based on MAUT. This problem is an optimization problem for allocating the testing-resource in a module testing. We need to develop the method for the optimal allocation with considering multiple constraints because an evaluation criterion tends to be focused as with Chapter 4. Therefore, we estimate the optimal testing-resource expenditures for each module and utility by using MAUT. Additionally, the expected number of remaining faults is estimated by using the optimal testing-resource expenditures. Each chapter shows numerical examples by using actual data sets. The final chapter summarizes the results obtained in this doctoral thesis, and remark the conclusion.
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Chapter 1

Introduction

1.1 Software Quality/Reliability

Computer systems are necessary in our social life. For example, there are seat reservation systems, online transaction systems, hospital patient monitoring systems, air traffic control systems, and so forth. If a failure occurs in those systems, there is a potential to have negative effects on human life and social life. The environment for software development becomes more diversified, foreshorten delivery, large-scale, and complex. However, the users require high-quality software products.

“Software quality” is defined as the attribute measuring how well the software product meets stated user’s functions and requirements in Japanese Industrial Standards Committee (JIS Z 8101). Quantitative measuring and evaluating of software quality systematically are important for accurate management. ISO/IEC (International Organization for Standardization/International Electrotechnical Commission) standardized the software quality (ISO/IEC 9126) gives us software quality characteristics and sub-characteristics. The quality characteristics are also called “external characteristics”. The external characteristics are the quality characteristics defined through the eyes of users to meet the users’ quality requirements. Fig. 1.1 shows the six quality characteristics and sub-characteristics [36, 37, 38, 41]. “Reliability” in these quality characteristics is equivalent to the characteristic of “must-be quality”. That is, the reliability must be satisfied enough because incomplete reliability gives a feeling of dissatisfaction to the users.

“Software reliability” is defined as the ability of software to maintain the performance required under a predetermined time-period and conditions [36]. It is also defined as the probability of failure-free software operation for a specified period of time in a specified environment [19]. Therefore, it is important to detect and remove “software failures” and “software faults”
in the testing-phase for ensuring the software quality/reliability as far as possible. The software failures and software faults are defined as follows [37].

- **Software failure**: An unacceptable departure of program operation from the program requirements.

- **Software fault**: A defect in the program which causes a software failure. The software fault is usually called a *software bug*.

- **Software error**: Human action that results in the software system containing a software fault.
Various technologies, such as measurement, assessment, and reliability technologies, are needed for improving software reliability. They are called “Software reliability Technology” [35]. Software reliability technology is divided as the production technology and management technology. Fig. 1.2 shows these technologies and the classification. Furthermore, the software reliability technology in terms of engineering is defined as “software reliability engineering (SRE)”. The software reliability engineering is aimed at the measurement, prediction, and management of software reliability for maximizing the user satisfaction.

1.2 Software Development

Generally, software products are developed through the phases of specification, design, coding, and testing, as shown in Fig. 1.3. A general software development process of water-fall paradigm is shown in Fig. 1.4 [33, 36, 37, 38, 41]. The testing-phase is the most important activity because the final quality/reliability of software products is confirmed quantitatively by using software reliability assessment technologies.

Furthermore, when the software development managers want to know the problems for the software development management, as shown in Fig. 1.3, the software reliability assessment technologies are used. Especially, they need to know the following things [13].

- The failure rate of software released now.
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Fig. 1.3: Aim of software quality/reliability measurement and assessment.

- The number of remaining faults in the software, the location of faults, and the priority of fault-removing activity.
- The testing-time to achieve software reliability targets.
- The schedule to spend testing-resources efficiently.

These above things should be answered with the help of software reliability models [8, 10, 13, 35, 36, 37, 38] as a technology of software reliability assessment. The software reliability model is a tool which is used to evaluate the software reliability quantitatively, and monitor the change in reliability performance [10]. The testing is advanced by the module testing, integration testing, and system testing. These tests are dynamic analysis, and they are conducted as follows [10, 36, 37, 38, 40, 41, 44]: First, the individual software modules are tested independently...
in the module testing. Next, the interfaces of software modules are tested in the integration testing. Finally, the software system interconnected all software modules is evaluated in terms of quality/reliability in the system test. When we use software reliability assessment technologies to measure the software quality/reliability in these testing-phases, these results are utilized for not only software reliability assessment but also software development management in some cases. Notably, the software development management is important to be conducted from the perspective of QCD (Q: quality, C: cost, D: delivery). However, there is a variety of problems for software development management when we consider the QCD. For example, an “optimal software release problem” [3, 27, 28, 30, 33, 37, 38] and an “optimal testing-resource allocation problem” [10, 17, 33, 37, 38, 42, 43] are included as typical problems. Also, these problems are treated as optimization problems because the optimal solutions, such as the optimal software release time and the optimal testing-resource expenditures, are needed to obtain. Therefore, we solve these optimization problems under some constraints in terms of QCD, and derive the optimal solutions. We introduce these software development management problems concretely in the later section.

1.3 Software Reliability Modeling

The software reliability models as a base technology for quantitative software reliability assessment have been discussed well so far. Especially, software reliability growth models (SRGMs)
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Fig. 1.5: Hierarchical classification of software reliability models [35].

[8, 15, 37, 38] are mathematical models, and they are categorized as dynamic models in the software reliability models. Fig. 1.5 [37] shows the hierarchical classification of the software reliability models. The SRGMs describe the software failure-occurrence frequency or the software failure-occurrence time-intervals as random variables. Also, they treat the time-dependent behavior of the software failure-occurrence phenomenon as the software reliability growth process. The SRGMs are classified into the following three categories [36, 37, 39].

- **Software failure-occurrence time model**
  The model which is based on the software failure-occurrence time or the software fault-detection time.

- **Software fault-detection count model**
  The model which is based on the number of software failure-occurrence or the number of
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Fig. 1.6: The stochastic quantities related to the software fault-detection and software-failure occurrence phenomenon [36].

- **Software availability model:**
  The model which describes the time-dependent behavior of software system alternating up (operation) and down (fault correction) states.

As the concept of the software reliability growth modeling, the following stochastic quantities related to the software fault-detection and the software failure-occurrence phenomenon are defined, as shown in Fig. 1.6.

$N(t)$: The cumulative number of faults detected up to time $t$
(or the cumulative number of software failures observed up to time $t$).

$S_k$: The $k$-th software failure-occurrence time ($k = 1, 2, \cdots; S_0 = 0$).

$X_k$: The time-interval between $(k - 1)$-st and $k$-th software failures ($k = 1, 2, \cdots; X_0 = 0$).

Fig. 1.6 shows the occurrence of event $N(t) = k$ since $i$ faults have been detected up to time $t$. Also, we treat $N(t)$, $S_k$, and $X_k$ as the random variables. That is, we have the following relationship:

$$S_i = \sum_{k=1}^{i} X_i, \quad X_k = S_k - S_{k-1}. \quad (1.1)$$

We can derive several software reliability assessment measures by assuming the probability distribution of $N(t)$, $S_k$, and $X_k$. The examples of software reliability assessment measures include the following:
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- Expected number of remaining faults in the software.
- Software reliability function
- Mean time between software failures (MTBF)
- Hazard rate/failure rate

1.4 Background and Purposes of This Thesis

Generally, the SRGMs are constructed under assumptions that the stochastic characteristics for these quantities are same throughout the testing-phase. However, we often observe that the stochastic characteristics of software failure-occurrence time-intervals change due to a change of testing-environment. Testing-time observed such phenomenon is called change-point \([1, 2, 5, 6, 20, 29, 32, 46]\), and is considered one of the factors which influences accuracy of the software reliability assessment.

Under the background, the software reliability growth modeling frameworks have discussed in the literatures \([1, 2, 4, 5, 6, 20, 29, 31, 32, 46]\). However, they are considered only the difference of software failure-occurrence rate before the change-point and those after change-point. It might be natural to consider that there is relationship of the software failure-occurrence time-interval before change-point and those after change-point, in the actual testing-phase. Since the same software product is tested even if the testing-environment changes during the testing-phase. Therefore, developing SRGMs with the effect of the change-point is expected to conduct the software reliability assessment with high accuracy. Concretely, we develop change-point models in cases that each mean value function with the change-point follows exponential, delayed S-shaped and inflection S-shaped SRGMs \([9, 18, 37, 38]\). Additionally, we introduce uncertainty of the testing-environment into the existing models in the cases that each mean value function follows the exponential and delayed S-shaped SRGMs, and develop more specific change-point models. Furthermore, change-point has not been determined by theoretical methods. For example, when a change-point is caused by software development management, it is determined by the software development managers based on their experience. Therefore, we need to discuss a theoretical change-point detection method.

The SRGMs are often used to discuss problems for software development management. Although ensuring the quality/reliability of software products is important, the evaluation of other factors, such as the stability and degree of progress, is also important. For example, as a
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problem for software development management, there is an optimal software release problem. It is an optimization problem on estimating the optimal shipping time of software products. The existing methods to determine the optimal software release time are based on the reliability, cost, and delivery evaluation criteria. That is, the optimal software release time is determined by minimizing the total software cost when we use the existing method based on the cost evaluation criterion. However, the minimum cost is not necessarily important actually because it is more realistic that we consider not only the cost evaluation criterion but also many evaluation criteria simultaneously. From such backgrounds, the optimal software release problem with considering multiple evaluation criteria is beneficial.

In this thesis, we also discuss an optimal testing-resource allocation problem. It is an optimization problem for allocating testing-resources in a module testing. Most of existing optimal testing-resource allocation problems have been focused on the reliability because the improvement of quality increases the productivity by the following reasons: First, if the quality is high, the overhead work decreases and total software cost decreases. Next, high quality is ensured by the detection of software fault in the upstream process because the debugging cost for the upstream process is lower than the debugging cost for the downstream process. However, the testing-resources for the improvement of quality are not infinite, and there are some constraints for the evaluation criteria. That is, we need to expend the testing-resources for the module testing in consideration with the balance of many evaluation criteria.

In those optimization problems for software development management, it is noted that there is trade-off relationship of those attributes. Also, the management strategy for management aspects is not reflected the optimal solutions completely. The management strategy should differ by developed software products because they are diversified. That is, we introduce the multi-attribute utility theory (MAUT) [12, 21, 23, 24, 25, 26] into those problems, and estimate the optimal solutions in terms of the utility theory.

1.5 Organization of This Thesis

This thesis is composed of the following chapters. Chapter 2 discusses software reliability growth models with the change-point and a change-point detection method based on the Laplace trend test. Chapter 3 and Chapter 4 treat an optimal software release problem. Chapter 5 treats an optimal testing-resource allocation problem. Also, Chapter 3 and 5 are discussed based on the multi-attribute utility theory. Each content of these chapters is as follows:
• **Chapter 2: Change-Point Modeling and Detection Method**

Chapter 2 discusses the software reliability growth modeling framework with a change of the testing-environment for improving the accuracy of the reliability assessment and development management based on SRGMs. Concretely, we develop specific NHPP (non-homogeneous Poisson process) models which the mean value functions before the change-point follow the exponential, the delayed S-shaped, and the inflection S-shaped models, respectively. Furthermore, we introduce the uncertainty of the testing-environment into the exponential and the delayed S-shaped change-point models by using the gamma distribution. We investigate the usefulness of our models by conducting goodness-of-fit comparisons with the existing models. Also, we discuss a change-point detection method based on the Laplace trend test [34, 23] as an application. The Laplace trend test enables us to detect change-points by regarding changing the trend of the software reliability. After that, we check the performances of the change-point models with the detected change-points, and confirm the effectiveness of our approach by the goodness-of-fit comparison.

• **Chapter 3: Optimal Software Release Problem Based on a Change-Point Model**

Chapter 3 discusses an optimal software release problem for software development management. In this chapter, we apply our change-point model in Chapter 2, and define a cost function by using it. Next, we derive the optimal software release time and optimal testing-time duration from the change-point to the termination time of testing, analytically. Finally, we propose the cost-optimal and cost-reliability-optimal software release policies.

• **Chapter 4: Optimal Software Release Problem Based on MAUT**

Chapter 4 discusses an optimal software release problem based on the multi-attribute utility theory. Especially, cost and reliability attributes are developed as evaluation criteria by using a change-point model. Also, we define a weighted multi-attribute utility function, and maximize it. Then, we can estimate the optimal software release time, optimal testing-time duration from the change-point to the termination time of testing, and utility, simultaneously. Additionally, the optimal occurrence-time of change-point and expected total software cost are estimated by using them. Finally, we check the behavior of the multi-attribute utility function and the cost function, and conduct the sensitive analysis.
• **Chapter 5: Optimal Testing-Resource Allocation Problem Based on MAUT**

Chapter 5 discusses an optimal testing-resource allocation problem based on the multi-attribute utility theory. Especially, cost, testing-resource, and reliability attributes are developed as evaluation criteria by using the testing-effort dependent SRGM. As with Chapter 4, we define a multi-attribute utility function with introducing those attributes, and maximize it. We estimate the optimal testing-resource expenditures and utility for the module testing, simultaneously. Then, the expected number of remaining faults is estimated by using the optimal testing-resource expenditures for module testing. Finally, we conduct the sensitive analysis.

Each chapter provides numerical examples by using actual data-sets. The final chapter summarizes the results obtained in this thesis, and remark the conclusion.

The software reliability assessment in terms of SRGMs is discussed in Chapter 2. Also, the software development management in terms of optimization problems is discussed in Chapter 3, 4, and 5. Fig. 1.7 shows the construction of this thesis.
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Fig. 1.7: The construction of this thesis.
Chapter 2

Change-Point Modeling

2.1 Introduction

Generally, software reliability growth models (SRGMs) are developed by treating software failure-occurrence time- or fault detection time-interval as random variables. Also, they are assumed that the stochastic characteristics for these quantities are same throughout the testing-phase. However, this assumption does not enable us to reflect an actual software failure-occurrence phenomenon to software reliability growth modeling because we often observe a phenomenon that the stochastic behavior of software failure-occurrence time-interval notably changes due to a change of testing-environment. Testing-time when such phenomenon is observed is called “change-point”. It is known that the occurrence of change-point influences the accuracy of SRGM-based software reliability assessment. Therefore, in this chapter, we develop new NHPP (nonhomogeneous Poisson process) models by introducing the concept of change-point in typical NHPP models [11]. Then, we assume that the same change-points occur in the testing-phase.

Change-point occurs by these aspects in the actual testing-phase as follows [29, 45]:

- A change-point is caused by the aspect of software development management.
  - A case that the software development managers predict that delivery delay would be occurred and reliability requirement would not be achieved.

- A change-point is caused by the technical aspect of software development.
  - Due to difficulty of fault-detection, fault-independence, difference of fault-density of each module.
  - Due to a skill-up process of test-engineers.
In the former case, change-point is determined by the software development managers’ decision. On the other hand, in the latter case, the change-point occurs as a natural phenomenon without the software development managers’ decision. That is, the software development managers don’t have methods for detecting or determining change-point logically. For example, J. Zhao and J. Wang proposed a change-point detection method by using the hypothesis testing, and confirmed the certain effectiveness [14]. However, it cannot detect 4 or more change-points. Therefore, we discuss another change-point detection method which is constructed logically. In this chapter, we propose the change-point detection method based on a Laplace trend test. The Laplace trend test is a method for observing the time when the trend of change on the software reliability growth process. We detect 4 change-points by deriving a Laplace factor from actual data sets, and apply them into the EXP2-CP and DSS2-CP models which are proposed in this chapter, respectively. Then, we compare those change-point models by using MSE (mean squared errors), and check the effectiveness of our proposed method.

This chapter consists of the following sections. In Section 2.2, we introduce the existing software reliability growth modeling framework. In Section 2.3 and 2.4, we develop the change-point modeling frameworks. In Section 2.5-2.7, we explain the parameter estimation, the assessment criteria, and reliability assessment measures. In Section 2.8, we explain a Laplace trend test. In Section 2.9, we show numerical examples. In the final section, we conclude with summary.

2.2 Existing Software Reliability Growth Model

Basically, most of NHPP-based SRGMs, in which the total number of detectable faults is finite, can be developed under the following basic assumptions [21]:

(A1) Whenever a software failure is observed, the fault which caused it will be detected immediately and no new faults are introduced in the fault-removing activities.

(A2) Each software failure occurs at independently and identically distributed random times with the probability distribution, \( F(t) \equiv \Pr\{T \leq t\} = \int_0^t f(x)dx \), where \( \Pr\{A\} \) represents the probability of event \( A \) and \( f(t) \) the probability density function.

(A3) The initial number of faults in the software, \( N_0(>0) \), is finite, and is treated as a random variable.
2.3 Software Reliability Growth Model with Change-Point

Now, let \( \{N(t), t \geq 0\} \) denote a counting process representing the total number of faults detected up to testing-time \( t \). From the basic assumptions above, the probability mass function that \( m \) faults are detected up to testing-time \( t \) is derived as

\[
\Pr\{N(t) = m\} = \sum_n \binom{n}{m} \{F(t)\}^m \{1 - F(t)\}^{n-m} \Pr\{N_0 = n\} \quad (m = 0, 1, 2, \cdots). \tag{2.1}
\]

If we assume that the initial fault content, \( N_0 \), follows a Poisson distribution with mean \( \omega \). The Poisson distribution \([16, 35]\) is given as

\[
\Pr\{N_0 = n\} = \frac{\omega^n}{n!} \exp[-\omega]. \tag{2.2}
\]

Therefore, we derive as follows:

\[
\Pr\{N(t) = m\} = \sum_{n=0}^{\infty} \binom{n}{m} \{F(t)\}^m \{1 - F(t)\}^{n-m} \frac{\omega^n}{n!} \exp[-\omega] \\
= \exp[-\omega] \frac{\omega F(t)}{m!} \sum_{n=0}^{\infty} \frac{\omega \{1 - F(t)\}^{n-m}}{(n-m)!} \\
= \frac{\omega F(t)}{m!} \exp[-\omega F(t)] \quad (m = 0, 1, 2, \cdots). \tag{2.3}
\]

Then, Eq. (2.3) is equivalent to an NHPP with mean value function \( \mu(t) \equiv \Lambda(t) = \omega F(t) \).

An NHPP model for software reliability assessment can be developed by assuming a suitable software failure-occurrence time distribution.

2.3 Software Reliability Growth Model with Change-Point

Now, we define the following stochastic quantities being related to our modeling approach:

- \( X_i \): the \( i \)-th software failure-occurrence time before change-point.
  \( (X_0 = 0, \quad i = 0, 1, 2, \cdots) \)

- \( S_i \): the \( i \)-th software failure-occurrence time-interval before change-point.
  \( (S_i = X_i - X_{i-1}, \quad S_0 = 0, \quad i = 1, 2, \cdots) \)

- \( Y_i \): the \( i \)-th software failure-occurrence time after change-point.
  \( (Y_0 = 0, \quad i = 0, 1, 2, \cdots) \)

- \( T_i \): the \( i \)-th software failure-occurrence time-interval after change-point.
  \( (T_i = Y_i - Y_{i-1}, \quad T_0 = 0, \quad i = 1, 2, \cdots) \)
These stochastic quantities for the software failure-occurrence or fault-detection phenomenon with change-point are shown in Fig. 2.1. We can assume that the stochastic quantities before and those after change-point have the following relationships, respectively [7].

\[
\begin{align*}
Y_i &= \alpha(X_i), \\
T_i &= \alpha(S_i), \\
K_i(t) &= J_i(\alpha^{-1}(t)).
\end{align*}
\] (2.4)

\(\alpha(t)\) is a testing-environmental function representing their relationship between the stochastic quantities of software failure-occurrence time or time-intervals before and those after change-point. \(J_i(t)\) and \(K_i(t)\) are the probability distribution functions with respect to the random variables \(S_i\) and \(T_i\), respectively. Also, we assume that the testing-environmental function is given as

\[
\alpha(t) = \alpha t \quad (\alpha > 0),
\] (2.5)

where \(\alpha\) is the proportional constant representing the relative magnitude of effect of change-point on the software reliability growth process. Eq. (2.5) is an example for the testing-environmental function. We can get to know the effect of change-point on the software reliability growth process simply by assuming Eq. (2.5) as the testing-environmental function in our modeling framework.

Suppose that \(n\) faults have been detected up to change-point, and the fault-detection time from the test-beginning \((t = 0)\) have been observed as \(0 < x_1 < x_2 < \cdots < x_n \leq \tau\), where \(\tau\) represents change-point. Then, the probability distribution function of \(T_1\), a random variable representing the time-interval from change-point to the 1-st software failure-occurrence after
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change-point, can be derived as

\[ \bar{K}_1(t) = \Pr\{T_1 > t\} = \frac{\Pr\{S_{n+1} > \tau - x_n + t/\alpha\}}{\Pr\{S_{n+1} > \tau - x_n\}} = \frac{\exp[-\{M_B(\tau + t/\alpha) - M_B(x_n)\}]}{\exp[-\{M_B(\tau) - M_B(x_n)\}]}, \]  
(2.6)

where \( \bar{K}_1(t) \) indicates the cofunction of the probability distribution function, \( K_1(t) = \Pr\{T_1 \leq t\} \), i.e., \( \bar{K}_1(t) \equiv 1 - K_1(t) \) and \( M_B(t) (\equiv \omega K_1(t)) \), represents the expected number of faults detected up to change-point, i.e., a mean value function for the NHPP before change-point. From Eq. (2.6), the expected number of faults detected up to \( t \in (\tau, \infty] \) after change-point, \( M_A(t) \), can be formulated as

\[ M_A(t) = -\log \Pr\{T_1 > t - \tau\} = -\log \bar{K}_1(t - \tau) = M_B(\tau + \frac{t - \tau}{\alpha}) - M_B(\tau). \]  
(2.7)

Then, the expected number of faults detected up to testing-time \( t (t \in [0, \infty), 0 < \tau < t) \) can be derived as follows:

\[
\Lambda(t) = \begin{cases} 
\Lambda_B(t) = M_B(t) & (0 \leq t \leq \tau), \\
\Lambda_A(t) = M_B(\tau) + M_A(t) & (\tau < t).
\end{cases}
\]  
(2.8)

From Eq. (2.8), we can see that an NHPP-based SRGM with change-point can be developed by assuming a suitable probability distribution function for the software failure-occurrence time before change-point. Therefore, when a mean value function before change-point follows an exponential SRGM, we have the following change-point model (EXP-CP model).

\[
\Lambda(t) = \begin{cases} 
\Lambda_1(t) = \omega \{1 - \exp[-bt]\} & (0 \leq t \leq \tau), \\
\Lambda_2(t) = \omega \{1 - \exp[-b(\tau + \frac{t - \tau}{\alpha})]\} & (t > \tau).
\end{cases}
\]  
(2.9)

Next, when a mean value function before change-point follows a delayed S-shaped SRGM, we have the following change-point model (DSS-CP model).

\[
\Lambda(t) = \begin{cases} 
\Lambda_1(t) = \omega \{1 - (1 + bt)\exp[-bt]\} & (0 \leq t \leq \tau), \\
\Lambda_2(t) = \omega \{1 - (1 + b(\tau + \frac{t - \tau}{\alpha}))\exp[-b(\tau + \frac{t - \tau}{\alpha})]\} & (t > \tau).
\end{cases}
\]  
(2.10)
Finally, when a mean value function before change-point follows an inflection S-shaped SRGM, we have the following change-point model (ISS-CP model).

\[ \Lambda(t) = \begin{cases} 
\Lambda_1(t) & = \omega \left( \frac{1 - \exp\{-bt\}}{1 + c \cdot \exp\{-bt\}} \right) \quad (0 \leq t \leq \tau), \\
\Lambda_2(t) & = \omega \left( \frac{1 - \exp\{-b(\tau + t - \tau\)}{1 + c \cdot \exp\{-b(\tau + t - \tau\)} \right) \quad (t > \tau). 
\end{cases} \]  

(2.11)

\[ \Lambda_{\text{B}}(t) = M_{\text{B}}(t) \quad (0 \leq t \leq \tau), \]

(2.12)

\[ \Lambda_{\text{A}}(t) = M_{\text{B}}(\tau) + M_A(t) \quad (\tau < t). \]

(2.15)

2.4 Change-Point Model with Uncertainty of Testing-Environmental Factor

When we apply a gamma distribution as a probability distribution which can express the difference of the software failure-occurrence phenomenon with uncertainty between before and those after change-point. The gamma distribution \([16]\) is given as

\[ f_k(\alpha) = \frac{\theta^k \alpha^{k-1} e^{-\theta \alpha}}{\Gamma(k)} \quad (k > 0, \alpha > 0, \theta > 0), \]

(2.12)

where \(\Gamma(k)\) is the gamma function. \(k\) and \(\theta\) are the parameters of the gamma distribution. Consequently, a testing-environmental function is derives as

\[ \int_0^\infty \alpha(t) f_k(\alpha) d\alpha = \frac{k}{\theta} t, \]

(2.13)

by Eqs. (2.5) and (2.12).

Therefore, when we apply Eq. (2.13) as the testing-environmental factor, it can be formulated as

\[ M_A(t) = -\log \Pr\{T_1 > t - \tau\} \]

\[ = -\log \bar{K}_1(t - \tau) \]

\[ = M_{\text{B}} \left( \tau + \frac{\theta t}{k} \right) - M_{\text{B}}(\tau). \]

(2.14)

Then, the expected number of faults detected up to testing-time \(t\) \((t \in [0, \infty), 0 < \tau < t)\) can be derived as follows:

\[ \Lambda(t) = \begin{cases} 
\Lambda_{\text{B}}(t) & = M_{\text{B}}(t) \quad (0 \leq t \leq \tau), \\
\Lambda_{\text{A}}(t) & = M_{\text{B}}(\tau) + M_A(t) \quad (\tau < t). 
\end{cases} \]
2.5 Parameter Estimation

Therefore, we have a change-point model (EXP2-CP model) in a case that a mean value function before change-point follows an exponential SRGM.

\[
\Lambda(t) = \begin{cases} 
\Lambda_1(t) = \omega\{1 - \exp[-bt]\} & (0 \leq t \leq \tau), \\
\Lambda_2(t) = \omega\{1 - b(\tau + \frac{\theta(t-\tau)}{k})\} & (t > \tau).
\end{cases}
\]  

(2.16)

Next, we have a change-point model (DSS2-CP model) in a case that a mean value function before change-point follows a delayed S-shaped SRGM.

\[
\Lambda(t) = \begin{cases} 
\Lambda_1(t) = \omega\{1 - (1 + bt)\exp[-bt]\} & (0 \leq t \leq \tau), \\
\Lambda_2(t) = \omega\{1 - (1 + b(\tau + \frac{\theta(t-\tau)}{k}))\cdot \exp[-b(\tau + \frac{\theta(t-\tau)}{k})]\} & (t > \tau),
\end{cases}
\]  

(2.17)

where \( b \) is the fault detection rate, \( l \) is the inflection coefficient, and \( c \) represents \( c = (1 - l)/l \) \((0 < l \leq 1)\).

2.5 Parameter Estimation

We estimate the parameters of our models based on a maximum-likelihood method [37, 38]. Suppose that we have observed \( K \) data pairs \((t_k, y_k)(k = 0, 1, 2, \ldots, K)\) with respect to the cumulative number of faults, \( y_k \), detected during a constant time-interval \((0, t_k](0 < t_1 < t_2 < \cdots < t_K)\). When the change-point \( \tau \) and \( \alpha \) are given, the log-likelihood function about the probability process \( \{N(t), t \geq 0\} \) is the following equation:

\[
\ln L(\theta | \tau, \alpha) = \sum_{k=1}^{K} (y_k - y_{k-1})\ln[H(t_k; \theta | \tau, \alpha) - H(t_{k-1}, \theta | \tau, \alpha)]
- H_i(t_K; \theta, \alpha) - \sum_{k=1}^{K} \ln[(y_k - y_{k-1})!],
\]  

(2.18)

where \( L(\theta | \tau) \) is the joint probability function or the likelihood function with respect to the probability process \( \{N(t), t \geq 0\} \), and \( \theta \) is the set of the parameters in the models. We obtain the parameter estimations by solving the log-likelihood equation:

\[
\frac{\partial \ln(\theta | \tau, \alpha)}{\partial \theta} = 0,
\]  

(2.19)

with respect to the parameters in the models, respectively.
2.6 Assessment Criteria

We conduct goodness-of-fit comparison in terms of MSE (mean squared errors) [37] and a Kolmogorov-Smirnov (abbreviated as K-S) goodness-of-fit test [38]. The value of MSE is calculated by dividing the sum of the squared vertical distance between the observed and estimated cumulative number of faults, \( y_k \) and \( \hat{y}(t_k) \), detected during the time-interval \((0, t_k]\), respectively, by the number of observed data pairs. That is, supposing that \( K \) data pairs \((t_k, y_k)(k = 1, 2, \cdots, K)\) are observed, we can formulate the MSE as

\[
MSE = \frac{1}{K} \sum_{k=1}^{K} \left( y_k - \hat{y}(t_k) \right)^2. \tag{2.20}
\]

The models having the smallest value of the MSE fit better to the observed data set. Also, the K-S goodness-of-fit test is known as one of the nonparametric goodness-of-fit test techniques. This test is valid for both small and large sample size. The K-S test statistic, \( D \), can be written as

\[
D = \max_{1 \leq i \leq n-1} \left\{ D_i \right\}
D_i = \max \left\{ \left| \frac{H(t_i)}{H(t_n)} - \frac{y_i}{y_n} \right|, \left| \frac{H(t_i)}{H(t_n)} - \frac{y_i - 1}{y_n} \right| \right\}. \tag{2.21}
\]

The K-S test statistic, \( D \), is needed to be compared with a critical value, \( D_{n;\delta} \), where \( n \) represents the number of data pairs and \( \delta \) represents the level of significance. That is, we judge that the applied model fits to the observed data at a level of significance \( \delta \) if \( D < D_{n;\delta} \).

2.7 Reliability Assessment Measures

2.7.1 Expected number of remaining faults

Software reliability assessment measures play an important role in quantitative software reliability assessment based on SRGMs. The expected number of remaining faults by arbitrary testing-time \( t \) is formulated as

\[
M(t) \equiv E[\bar{N}(t)] = E[N(\infty) - N(t)]
= \Lambda(\infty) - \Lambda(t). \tag{2.22}
\]

2.7.2 Software reliability function

A software reliability function is defined as the probability which a software failure does not occur in the time-interval, \((t, t + x](t \geq 0, x \geq 0)\) given that the testing or the user operation
has been going up to time $t$. Then, the software reliability function is derived as

$$R(x \mid t) = \exp[-\{\Lambda(t + x) - \Lambda(t)\}], \quad (2.23)$$

if the counting process, $\{N(t), t \geq 0\}$, follows an NHPP with mean value function, $\Lambda(t)$. We should note that Eq. (2.23) is derived under the condition which the software system is operated in the same environment as the testing-phase after the change-point.

### 2.8 Laplace Trend Test

We assume that a change-point is detected by deriving the Laplace factor, $l(k)$, as

$$l(k) = \frac{\sum_{i=0}^{k}(i - 1)n(i) - \frac{(k - 1)}{2} \sum_{i=0}^{k}n(i)}{\sqrt{\frac{k^2 - 1}{12} \sum_{i=0}^{k}n(i)}}, \quad (2.24)$$

where $n(i)$ is the number of faults observed during unit time $i$. The Laplace factor can be interpreted as follows [22, 34]:

1. Negative values indicate a decreasing failure intensity, and thus reliability growth.
2. Positive values indicate an increasing failure intensity, and thus a decrease in the reliability.
3. Values between -2 and +2 indicate stable reliability.

### 2.9 Numerical Examples

We use the following actual data sets:

DS1: $(t_k, y_k)(k = 1, 2, \cdots, 26; t_{26} = 26, y_{26} = 40, \tau = 18)$,

DS2: $(t_k, y_k)(k = 1, 2, \cdots, 29; t_{29} = 29, y_{29} = 73, \tau = 24)$,

DS3: $(t_k, y_k)(k = 1, 2, \cdots, 26; t_{26} = 26, y_{26} = 34, \tau = 17)$,

DS4: $(t_k, y_k)(k = 1, 2, \cdots, 29; t_{29} = 29, y_{29} = 25, \tau = 18)$,

DS5: $(t_k, y_k)(k = 1, 2, \cdots, 28; t_{28} = 28, y_{28} = 43, \tau = 18)$,

where $t_k$ is measured on the basis of days, and $y_k$ represents the total number of faults detected.
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during $[0, t_k]$. These actual data sets were collected from actual testing-phases of the web systems. DS1 and DS2 are the S-shaped software reliability growth curved data. DS3, DS4, and DS5 are the exponential software reliability growth curved data. Also, the change-point is known by changing the tester and increasing the test personnel.

2.9.1 Change-point models

We show numerical examples of the EXP-CP, DSS-CP, and ISS-CP models. Figs. 2.2, 2.3, and 2.4 show the time-dependent behavior of the estimated mean value functions with the effect of the change-point on the software reliability growth process, and its 95% confidence limits. From these figures, the time-dependent behavior of the estimated software reliability growth curves changes at the change-point along with the actual behavior. As an example, we estimated the parameters of the EXP-CP model for DS5 as follows: $\hat{\omega} = 44.8226$, $\hat{b} = 0.0908$, and $\hat{\alpha} = 0.5789$. The expected number of remaining faults and software reliability were estimated as follows: $\hat{M}(28) \approx 1.823 \approx 2$ and $\hat{R}(1.0|28.0) \approx 0.7676$. Next, we estimated the parameters of the DSS-CP model for DS3 as follows: $\hat{\omega} = 35.343$, $\hat{b} = 0.1637$, and $\hat{\alpha} = 0.6425$. The expected number of remaining faults and software reliability were estimated as follows: $\hat{M}(26) \approx 1.343 \approx 2$ and $\hat{R}(1.0|26.0) \approx 0.7724$. Finally, we estimated the parameters of the ISS-CP model for DS1 as follows: $\hat{\omega} = 40.227$, $\hat{b} = 0.2917$, $\hat{l} = 0.0230$, and $\hat{\alpha} = 0.6318$. The expected number of remaining faults and software reliability were estimated as follows: $\hat{M}(26) \approx 0.227 \approx 1$ and $\hat{R}(1.0|26.0) \approx 0.9138$. Table 2.1 shows the results of parameter estimation and Kolmogorov-Smirnov statistics of change-point models, respectively. Furthermore, Table 2.2 shows the results of the goodness-of-fit comparison of change-point models with the corresponding existing models based on MSE. From these tables, we can say that the change-point models have better performance on software reliability assessment than the existing models. That is, we could confirm the effectiveness of consideration of the change-point for the EXP-CP model and the DSS-CP model. On the other hand, we cannot say that the ISS-CP model has better performance because the values of MSE for DS2 and DS3 are big. The estimated inflection coefficient might affect the accuracy for the goodness-of-fit because it was not estimated with the other parameters simultaneously.

2.9.2 Change-point detection method

We show numerical examples of our models (EXP2-CP, DSS2-CP models in Eqs. (2.16) and (2.17)).
Fig. 2.11 shows the behavior of the Laplace factor for DS1 as an example. From Fig. 2.11, we can see that the Laplace factor increases after this testing-time ($\tau = 4, 7, 9, 16$). Next, we estimated $\hat{\omega}$, $\hat{b}$, $\hat{\theta}$, and $\hat{k}$ which were the parameters of our EXP2-CP and DSS2-CP models, based on the maximum likelihood method. Table 2.3 shows the result of parameter estimation for the cases ($\tau = 4, 7, 9, 16$), respectively.

Figs. 2.12-2.15 show the estimated mean value functions with the effect of the change-point in Eqs. (2.16), (2.17), and its 95% confidence limits for DS1 in which ($\tau = 4, 7, 9, 16$). From these figures, we can see that the time-dependent behavior of estimated number of detected faults changes at change-point, and fits well to the actual behavior.

Next, we show numerical examples for software reliability assessment measures based on our EXP2-CP and DSS2-CP models. Table 2.4 shows the result of estimated expected number of remaining faults for DS1 in which ($\tau = 4, 7, 9, 16$). Figs. 2.16-2.19 show the estimated expected number of remaining faults, respectively. Table 2.5 shows the estimated software reliability for DS1 in which ($\tau = 4, 7, 9, 16$). Figs. 2.20-2.23 show the software reliability functions, respectively.

Furthermore, Table 2.6 shows the result of goodness-of-fit comparison of our models with the corresponding existing models based on MSE. From Table 2.6, we can say that our models with the detected change-points have better fitting performance than the existing models. Especially, the delayed S-shaped SRGMs with the detected change-points fit well because the time-dependent behavior for the actual data is S-shaped.

2.10 Conclusion

We discussed the change-point modeling frameworks for improving software reliability assessment. Concretely, we proposed the new NHPP models with change-point by the assumptions for the exponential, the delayed S-shaped, and the inflection S-shaped SRGMs. It has already been discussed that the exponential SRGM and the mean value function for NHPP are equivalent when the software failure-occurrence time distribution, $F(t)$, follows the exponential distribution. However, we could expand the NHPP models by assuming the gamma distribution and the logistic distribution.

Also, we considered the case which the testing-environmental factor follows the gamma distribution. We checked the performance of the existing models and our proposed models, and compared the goodness-of-fit by using MSE. From these results, our approach enables us
to describe the effect of the change-points on the software reliability growth process.

Furthermore, we discussed a change-point detection method based on the Laplace trend test, and checked the effectiveness by using MSE. From numerical examples, we can say that our proposed method enables us to detect the optimal occurrence-time of the change-points because our models with the detected change-points have better performance. Therefore, our proposed method is useful for software development managers to determine a change-point theoretically when they need to determine it by design.
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Fig. 2.2: The estimated mean value function with change-point and its 95% confidence limits. (EXP-CP, DS5)

Fig. 2.3: The estimated mean value function with change-point and its 95% confidence limits. (DSS-CP, DS3)
Fig. 2.4: The estimated mean value function with change-point and its 95% confidence limits. (ISS-CP, DS1)

Fig. 2.5: The expected number of remaining faults, $\hat{M}(t)$. (EXP-CP, DS5)
Fig. 2.6: The expected number of remaining faults, $\hat{M}(t)$. (DSS-CP, DS3)

Fig. 2.7: The expected number of remaining faults, $\hat{M}(t)$. (ISS-CP, DS1)
Fig. 2.8: The software reliability function, \( \hat{R}(x \mid 28) \). (EXP-CP, DS5)

Fig. 2.9: The software reliability function, \( \hat{R}(x \mid 26) \). (DSS-CP, DS3)
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Fig. 2.10: The software reliability function, \( \hat{R}(x \mid 26) \). (ISS-CP, DS1)

Fig. 2.11: The temporal behavior of Laplace factor. (DS1)
Fig. 2.12: The estimated mean value function with change-point. \((\tau = 4, \text{EXP2-CP, DSS-CP, DS1})\)

Fig. 2.13: The estimated mean value function with change-point. \((\tau = 7, \text{EXP2-CP, DSS-CP, DS1})\)
Fig. 2.14: The estimated mean value function with change-point. ($\tau = 9$, EXP2-CP, DSS-CP, DS1)

Fig. 2.15: The estimated mean value function with change-point. ($\tau = 16$, EXP2-CP, DSS-CP, DS1)
Fig. 2.16: The expected number of remaining faults. ($\tau = 4$, EXP2-CP, DSS-CP, DS1)

Fig. 2.17: The expected number of remaining faults. ($\tau = 7$, EXP2-CP, DSS-CP, DS1)
Fig. 2.18: The expected number of remaining faults. ($\tau = 9$, EXP2-CP, DSS-CP, DS1)

Fig. 2.19: The expected number of remaining faults. ($\tau = 16$, EXP2-CP, DSS-CP, DS1)
Fig. 2.20: The software reliability function. ($\tau = 4$, EXP2-CP, DSS-CP, DS1)

Fig. 2.21: The software reliability function. ($\tau = 7$, EXP2-CP, DSS-CP, DS1)
Fig. 2.22: The software reliability function. ($\tau = 9$, EXP2-CP, DSS-CP, DS1)

Fig. 2.23: The software reliability function. ($\tau = 16$, EXP2-CP, DSS-CP, DS1)
Table 2.1: The results of parameter estimation. (EXP, EXP-CP, DSS, DSS-CP, ISS, ISS-CP)

<table>
<thead>
<tr>
<th></th>
<th>τ</th>
<th>α</th>
<th>ω</th>
<th>b</th>
<th>l</th>
<th>$D_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DS5</td>
<td></td>
<td></td>
<td>47.8524</td>
<td>0.08174</td>
<td>-</td>
<td>0.117522*</td>
</tr>
<tr>
<td>EXP-CP model</td>
<td>18</td>
<td>0.5789</td>
<td>44.8226</td>
<td>0.0908</td>
<td>-</td>
<td>0.124526*</td>
</tr>
<tr>
<td>DS3</td>
<td></td>
<td></td>
<td>37.0906</td>
<td>0.1584</td>
<td>-</td>
<td>0.171058*</td>
</tr>
<tr>
<td>DSS-CP model</td>
<td>17</td>
<td>0.6425</td>
<td>35.343</td>
<td>0.1637</td>
<td>-</td>
<td>0.14907*</td>
</tr>
<tr>
<td>DS1</td>
<td></td>
<td></td>
<td>40.9138</td>
<td>0.2905</td>
<td>0.0230</td>
<td>0.334636*</td>
</tr>
<tr>
<td>ISS-CP model</td>
<td>18</td>
<td>0.6318</td>
<td>40.2269</td>
<td>0.2917</td>
<td>0.0230</td>
<td>0.144249*</td>
</tr>
</tbody>
</table>

Table 2.2: The comparison of goodness-of-fit based on MSE. (EXP, EXP-CP, DSS, DSS-CP, ISS, ISS-CP)

<table>
<thead>
<tr>
<th></th>
<th>EXP</th>
<th>EXP-CP</th>
<th>DSS</th>
<th>DSS-CP</th>
<th>ISS</th>
<th>ISS-CP</th>
</tr>
</thead>
<tbody>
<tr>
<td>DS1</td>
<td>16 0848</td>
<td>20.5671</td>
<td>7.2195</td>
<td>7.77583</td>
<td>2.0476</td>
<td>1.77933</td>
</tr>
<tr>
<td>DS3</td>
<td>2.4089</td>
<td>2.19263</td>
<td>6.87789</td>
<td>6.05874</td>
<td>2.39061</td>
<td>25.8046</td>
</tr>
<tr>
<td>DS4</td>
<td>0.348901</td>
<td>0.331126</td>
<td>1.70658</td>
<td>1.60806</td>
<td>0.365351</td>
<td>0.37564</td>
</tr>
<tr>
<td>DS5</td>
<td>2.47239</td>
<td>2.2943</td>
<td>7.63319</td>
<td>7.49945</td>
<td>2.44597</td>
<td>2.32179</td>
</tr>
</tbody>
</table>

EXP: Exponential SRGM
EXP-CP: Exponential SRGM with change-point (our model)
DSS: Delayed S-shaped SRGM
DSS-CP: Delayed S-shaped SRGM with change-point (our model)
ISS: Inflection S-shaped SRGM
ISS-CP: Inflection S-shaped SRGM with change-point (our model)

Table 2.3: The result of parameter estimation. (EXP2-CP, DSS2-CP, DS1)

<table>
<thead>
<tr>
<th>Parameters</th>
<th>$\tau = 4$</th>
<th>$\tau = 7$</th>
<th>$\tau = 9$</th>
<th>$\tau = 16$</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXP2-CP Model</td>
<td>$\hat{\omega}$</td>
<td>87.7045</td>
<td>59.9291</td>
<td>45.0518</td>
</tr>
<tr>
<td></td>
<td>$b$</td>
<td>0.0119068</td>
<td>0.0214477</td>
<td>0.023876</td>
</tr>
<tr>
<td></td>
<td>$\theta$</td>
<td>704301</td>
<td>3.0877 \times 10^6</td>
<td>323431</td>
</tr>
<tr>
<td></td>
<td>$k$</td>
<td>328674</td>
<td>1.3203 \times 10^6</td>
<td>1.6881 \times 10^6</td>
</tr>
<tr>
<td>DSS2-CP Model</td>
<td>$\hat{\omega}$</td>
<td>46.4727</td>
<td>42.9295</td>
<td>42.4234</td>
</tr>
<tr>
<td></td>
<td>$b$</td>
<td>0.0700283</td>
<td>0.0736624</td>
<td>0.0935004</td>
</tr>
<tr>
<td></td>
<td>$\theta$</td>
<td>-2.03186 \times 10^6</td>
<td>718800</td>
<td>1.7653 \times 10^6</td>
</tr>
<tr>
<td></td>
<td>$k$</td>
<td>-981860</td>
<td>261380</td>
<td>750143</td>
</tr>
</tbody>
</table>
Table 2.4: The expected number of remaining faults. (EXP2-CP, DSS2-CP, DS1)

<table>
<thead>
<tr>
<th></th>
<th>τ = 4</th>
<th>τ = 7</th>
<th>τ = 9</th>
<th>τ = 16</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXP2-CP Model</td>
<td>47.7045</td>
<td>19.9291</td>
<td>5.05178</td>
<td>0.21685</td>
</tr>
<tr>
<td>DSS2-CP Model</td>
<td>6.47266</td>
<td>2.92955</td>
<td>2.42344</td>
<td>0.120586</td>
</tr>
</tbody>
</table>

Table 2.5: The software reliability. (EXP2-CP, DSS2-CP, DS1)

<table>
<thead>
<tr>
<th></th>
<th>τ = 4</th>
<th>τ = 7</th>
<th>τ = 9</th>
<th>τ = 16</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXP2-CP Model</td>
<td>0.300664</td>
<td>0.378023</td>
<td>0.574871</td>
<td>0.925763</td>
</tr>
<tr>
<td>DSS2-CP Model</td>
<td>0.500777</td>
<td>0.639633</td>
<td>0.668987</td>
<td>0.95117</td>
</tr>
</tbody>
</table>

Table 2.6: The comparison of goodness-of-fit based on MSE.

<table>
<thead>
<tr>
<th>DS1</th>
<th>DS2</th>
<th>DS3</th>
</tr>
</thead>
<tbody>
<tr>
<td>τ</td>
<td>EXP</td>
<td>DSS</td>
</tr>
<tr>
<td>4</td>
<td>10.9472</td>
<td>4.52732</td>
</tr>
<tr>
<td>7</td>
<td>7.88326</td>
<td>2.91847</td>
</tr>
<tr>
<td>9</td>
<td>3.80684</td>
<td>2.6736</td>
</tr>
<tr>
<td>16</td>
<td>11.7953</td>
<td>2.84482</td>
</tr>
<tr>
<td>τ</td>
<td>Existing Model</td>
<td>τ</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DS4</th>
<th>DS5</th>
</tr>
</thead>
<tbody>
<tr>
<td>τ</td>
<td>EXP</td>
</tr>
<tr>
<td>4</td>
<td>0.430343</td>
</tr>
<tr>
<td>16</td>
<td>0.63812</td>
</tr>
<tr>
<td>18</td>
<td>0.351309</td>
</tr>
<tr>
<td>20</td>
<td>0.258257</td>
</tr>
<tr>
<td>τ</td>
<td>Existing Model</td>
</tr>
<tr>
<td>18</td>
<td>0.351309</td>
</tr>
</tbody>
</table>
Chapter 3

Optimal Software Release Problem Based on a Change-Point Model

3.1 Introduction

In a testing-phase, software faults which are introduced in the development process, are detected and removed by devoting enormous testing-resources. After that, the software product is released to the user. Normally, the more software is tested, many faults are detected. However, it is difficult to detect all faults because there are some problems in terms of economics. Therefore, what software development managers need to know is whether the software can be shipped without the further testing or not.

If any faults are not detected and removed in the testing-phase, the remaining faults are detected in the operational phase. Then, the maintenance cost, which is the cost for the modification and removal in the operational phase, is higher than the testing cost. It is said that the relative ratio of debugging cost for each development phase of specification, testing, and operation in software life cycle is 1:30:140, as shown in Fig. 3.1 [35]. Therefore, the software development managers or company would reduce the maintenance cost. However, if the testing-time is longer to cut the maintenance cost, the total software cost is expected to be more increasing although the reliability is expected to be more increasing. On the other hand, if the testing-time is too short, the reliability is expected to be more decreasing although the total software cost is expected to be more decreasing. That is, there is a trade-off relationship between the testing cost and maintenance cost [44].

From the background, it is important for software development managers to determine when to stop the testing or release to the user. This problem is called an “optimal software release problem”. Especially, we consider a cost-optimal software release problem based on our
change-point model by an analytical approach. First, we formulate a cost function based on our proposed EXP-CP model of Eq. (2.9) in Chapter 2. Then, we consider the relationship of the optimal software release time and the optimal occurrence-time of the change-point. Therefore, we can obtain the optimal software release time and the optimal occurrence-time of change-point simultaneously by minimizing the cost function. Finally, we derive the expected total software cost and optimal software release policy. Also, we evaluate the optimal software release time and expected total software cost in terms of the reliability evaluation criterion.

This chapter consists of the following sections. In Section 3.2, we discuss an optimal software release problem based on a change-point model by the analytical approach. In Section 3.3, we show numerical examples. In the final section, we conclude with summary.

### 3.2 Optimal Software Release Problem by an Analytical Approach

#### 3.2.1 Optimal software release time and change-point

We use the change-point model in which the mean value function before change-point follows the exponential SRGM in Eq. (2.9).

First, we define the following cost parameters:
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Let $T$ be the termination time of testing, and $s$ be the testing-time duration from the change-point to the termination time of testing. Also, $T^*$ is the optimal release time, and $s^*$ is the optimal testing-time duration from the change-point to the termination time of testing. Then, we assume $0 < s^* < T^*$. That is, the optimal occurrence-time of the change-point is derived by $T^* - s^*$.

By using these parameters, we derive the following equation which represents the expected total software cost during the testing and operational phases:

$$C(T, s) = c_1 \Lambda_1(T - s) + c_2 \{\Lambda_2(T) - \Lambda_1(T - s)\} + c_3 \{\omega - \Lambda_2(T)\} + c_4 T,$$

(3.1)

where $\Lambda_1(t)$ and $\Lambda_2(t)$ represent the mean value functions before the change-point and those after change-point, respectively.

We can derive the optimal software release time and the optimal occurrence-time of the change-point by solving the following equation:

$$\frac{\partial C(T, s)}{\partial T} = \frac{\partial C(T, s)}{\partial s} = 0.$$

(3.2)

From Eq. (3.2), we have the optimal release time, $T^*$, as

$$T^* \equiv T(s) = \frac{1}{b} \log \left[ \frac{\omega b (c_3 - c_2)}{\alpha c_4 \exp[b(s(1-\alpha))]} \right].$$

(3.3)

Then, the sufficient condition for $T^* > 0$ is given as

$$s < \frac{\log \left( \frac{\omega b (c_3 - c_2)}{\alpha c_4} \right)}{b \left( \frac{1}{\alpha} - 1 \right)} (\equiv A).$$

(3.4)

It is noted that Eq. (3.4) is not a constraint condition for optimization problems. Next, substituting Eq. (3.3) into Eq. (3.2), we can derive the following equation:

$$Z(s) \equiv -\alpha c_4 \left[ \frac{c_2 - c_1}{c_3 - c_2} e^{\frac{b s}{\alpha}} + 1 - \frac{1}{\alpha} \right].$$

(3.5)

Finally, we can derive the optimal occurrence-time of the change-point as

$$s^* = \frac{\alpha}{b} \log \left[ \frac{(c_3 - c_2)(1-\alpha)}{\alpha (c_2 - c_1)} \right].$$

(3.6)
3.2.2 Optimal software release policy

We obtain the following cost-optimal software release policy.

[Optimal Software Release Policy]

< I >
When \( c_1 < c_2 \) and \( \alpha < 1 \), \( Z(s) \) is a monotonically decreasing function with respect to \( s \).

1. If \( Z(0) > 0 \) and \( Z(A) < 0 \), unique solutions exist as \( T^* \) and \( s^* \). They are given by Eq. (3.3) and Eq. (3.6), respectively.

2. If \( Z(0) \leq 0 \) and \( Z(A) < 0 \), we continue the testing in the environment before change-point. Also, \( T^* \) is given by Eq. (3.3).

< II >
When \( c_2 < c_1 \) and \( \alpha > 1 \), \( Z(s) \) is a monotonically increasing function with respect to \( s \).

1. If \( Z(0) < 0 \) and \( Z(A) > 0 \), unique solutions exist as \( T^* \) and \( s^* \). They are given by Eq. (3.3) and Eq. (3.6), respectively.

2. If \( Z(0) \geq 0 \) and \( Z(A) > 0 \), we continue the testing in the environment before change-point. And, \( T^* \) is given by Eq. (3.3).

Fig. 3.2 shows the behavior of \( Z(s) \) in Eq. (3.5). When \( c_1 < c_2 \) and \( \alpha < 1 \), we can see that \( Z(s) \) is a monotonically decreasing function with respect to \( s \). When \( c_2 < c_1 \) and \( \alpha > 1 \), we can see that \( Z(s) \) is a monotonically increasing function with respect to \( s \). Then, whether the optimal occurrence-time of the change-point exists or not is determined by the relationship of \( c_1 \) and \( c_2 \).

3.3 Numerical Examples

We show the application of the optimal software release policy by using the actual data sets in Chapter 2. The cost parameters are assumed as follows: \( c_1 = 1.0, c_2 = 2.0, c_3 = 150, \) and \( c_4 = 5.0 \).
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Fig. 3.2: The behavior of $Z(s)$ based on the optimal software release policy.

< DS1 >
From $\hat{\omega} = 4688.87$, $\hat{b} = 0.00039$, $\hat{\alpha} = 1.81 (>1)$, and $c_1 < c_2$, the optimal software release policy is not concerned.

< DS2 >
From $\hat{\omega} = 349.141$, $\hat{b} = 0.00962$, $\hat{\alpha} = 13.29 (>1)$, and $c_1 < c_2$, the optimal software release policy is not concerned.

< DS3 >
From $\hat{\omega} = 44.482$, $\hat{b} = 0.0507$, $\hat{\alpha} = 0.781 (<1)$, and $c_1 < c_2$, we obtain

\[
\begin{aligned}
s^\ast &= 57.39208, \\
Z(A) &= -17478907, \\
Z(0) &= 1.068615.
\end{aligned}
\] (3.7)
When we apply the optimal software policy $< I >$, we have

$$T^* = 71.64259,$$  \hfill (3.8)  
$$C(T^*, s^*) = 501.3143.$$

(3.9)

We show the behavior of the estimated expected total software cost in Fig. 3.3.

\< DS4 >

From $\hat{\omega} = 81.0232$, $b = 0.0114$, $\hat{\alpha} = 0.766(< 1)$, and $c_1 < c_2$, we obtain

$$\left\{ \begin{array}{l}
s^* = 256.0961, \\
Z(A) = -111654.9, \\
Z(0) = 1.144122.
\end{array} \right.$$

(3.10)

When we apply the optimal software policy $< I >$, we have

$$T^* = 235.3583.$$  \hfill (3.11)

It is noted that we can not say that the optimal solutions are derived properly because $s^*$ is bigger than $T^*$. We show the behavior of the estimated expected total software cost in Fig. 3.4.

\< DS5 >

From $\hat{\omega} = 44.8226$, $b = 0.0908$, $\hat{\alpha} = 0.5789(< 1)$, and $c_1 < c_2$, we obtain

$$\left\{ \begin{array}{l}
s^* = 29.83497, \\
Z(A) = -6253.591, \\
Z(0) = 2.086009.
\end{array} \right.$$  \hfill (3.12)

When we apply the optimal software policy $< I >$, we have

$$T^* = 37.09248,$$  \hfill (3.13)  
$$C(T^*, s^*) = 285.3592.$$  \hfill (3.14)

We show the behavior of the estimated expected total software cost in Fig. 3.5.

Additionally, we consider the reliability evaluation criterion. Concretely, we assume that the reliability objective is 0.8, and we set $x = 1.0$ in Eq. (2.23). From Figs. 3.6-3.8, the estimated cost-optimal software release time achieves the reliability objective 0.8. We can see that the optimal software release time, the optimal occurrence-time of the change-point, and the expected total software cost are satisfied the cost and reliability evaluation criteria.
3.4 Conclusion

We discussed an optimal software release problem based on a change-point model, and provided the optimal software release policy. The optimal software release time, optimal occurrence-time of the change-point, and expected total software cost were derived analytically. After that, we evaluated the optimal software release time with considering the reliability evaluation criterion. We could expand the existing optimal software release problem by our approach, and propose the new method for determining the optimal occurrence-time of the change-point.
Fig. 3.3: The expected total software cost for DS3.
3.4 Conclusion

Fig. 3.4: The expected total software cost for DS4.
Fig. 3.5: The expected total software cost for DS5.
Fig. 3.6: The optimal total testing period for DS3.
Fig. 3.7 : The optimal total testing period for DS4.
Fig. 3.8: The optimal total testing period for DS5.
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Optimal Software Release Problem Based on MAUT

4.1 Introduction

In this chapter, we discuss an optimal software release problem based on the multi-attribute utility theory (MAUT). The optimal software release time is determined in consideration of the cost, reliability, and delivery. For example, we have determined the optimal solutions as the time minimizing the expected total software cost. However, the minimum cost is not important necessarily in actuality. From the perspective of management aspects, it is important that considering the various attributes comprehensively. Furthermore, the software development managers want to know the evaluation for their decision-making, quantitatively. Therefore, we apply the multi-attribute utility theory which is a method for the decision-making considering with the utility. It enables us to derive and evaluate the optimal solutions in terms of a utility theory.

The steps of our approach are as follows: First, we define a cost function by using the proposed EXP-CP and DSS-CP models of Eqs. (2.9) and (2.10) in Chapter 2. Next, we set cost and reliability attributes. After that, we develop single-attribute utility functions for each attribute. Finally, we develop a weighted multi-attribute utility function based on the single-attribute utility functions, and maximize it. Then, we can derive the optimal solutions, i.e., the optimal software release time and testing-time duration from the change-point to the termination time of testing, simultaneously. From these optimal solutions, the optimal occurrence-time of the change-point can be obtained. Also, we evaluate the optimal solutions, and check the behavior of the multi-attribute utility function and the expected total software cost.
This chapter consists of the following sections. In Section 4.2, we discuss an optimal software release problem for the case of two attributes. In Section 4.3, we show numerical examples. In the final section, we conclude with summary.

4.2 Optimal Software Release Problem with Two Evaluation Criteria

4.2.1 Selection of attributes

Since the software development managers want to spend less than its budget, the cost attribute is considered as

\[ \min: C = \frac{C(T,s)}{C_B}, \]  

(4.1)

where \( C_B \) is the budget, and \( C(T,s) \) is given by Eq. (3.1). Next, the reliability attribute is considered as

\[ \max: R = \frac{\Lambda(T)}{\text{initial fault content}}, \]  

(4.2)

where \( \Lambda(T) \) is the EXP-CP model and the DSS-CP model in Chapter 2. That is, the parameters, such as \( T \) and \( s \), are assumed as with Chapter 2. It is noted that the reliability attribute is needed to be maximized because the software development managers want high reliability.

Furthermore, we can say that these attributes have a competitiveness because they are defined by using the same change-point models. In other words, these attributes depend on each other because the total software cost changes by the number of detected faults.

4.2.2 Development of single-attribute utility function

The single-attribute utility functions for each attribute are based on the following management strategy.

1. For the cost attribute, at least 50% of the budget must be consumed.

2. For the reliability attribute, at least 50% of software faults should be detected and the more better.

3. The management team takes the risk neutral position for each attribute.
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Then, the lowest and highest requirements for the reliability attribute are $R_L = 0.5$ and $R_H = 1.0$. The lowest and highest consumptions for the cost attribute are $C_L = 0.5$ and $C_H = 1.0$.

We use the additive linear form because the third management strategy is assumed. Therefore, we have the following equations.

$$u(R) = 2R - 1.$$  \hspace{1cm} (4.3)

$$u(C) = 2C - 1.$$  \hspace{1cm} (4.4)

4.2.3 Development of multi-attribute utility function

We apply the additive form of the multi-attribute utility function. The multi-attribute utility function with some constraints as an optimization problem is given as

$$\max : u(C, R) = w_R \times u(R) - w_C \times u(C)$$

$$= w_R \times (2R - 1) - w_C \times (2C - 1)$$

subject to $w_R + w_C = 1$,  \hspace{1cm} (4.5)

where $w_R$ and $w_C$ are the weight parameters for the attributes, $R$ and $C$, respectively. $u(R)$ and $u(C)$ are the single-attribute utility functions for each attribute. We can obtain the optimal testing-time, $T^*$, and optimal testing-time duration from the change-point to the termination.
time of testing, $s^*$, by solving the optimization problem of Eq. (4.5). Also, the optimal occurrence-time of the change-point is given as $\tau^* = T^* - s^*$. We calculated it by R which is a tool for the statistical analysis.

### 4.3 Numerical Examples

We use DS3 and DS5 of the actual data sets in Chapter 2. We use the actual data sets, DS3 and DS5 in Chapter 2. Also, we assume that the cost parameters in the cost function and the budget are $c_1 = 1.0, c_2 = 2.0, c_3 = 150.0, c_4 = 5.0, C_B = 1000$ for DS3, and $C_B = 450$ for DS5. The behavior of single-attribute utility functions is shown in Fig. 4.1.

Figs. 4.2, 4.4, and 4.6 show the relationship of expected total software cost and optimal software release time for each change-point model. Figs. 4.3, 4.5, and 4.7 show the relationship of utility and optimal software release time. From these figures, we can see that we could determine the optimal software release time maximizing the utility.

Tables 4.1, 4.2, and 4.3 show the results of sensitive analysis. Additionally, we show the results of optimal occurrence-time of the change-point and expected total software cost. In Tables 4.1 and 4.2, we can see that when the optimal software release time and optimal testing-time duration from the change-point to the termination time of testing increase, the expected total software cost and utility increase. In Table 4.3, we can see that the utility changes by the weight parameters mainly although the sensitivity is small. It is noted that these values are evaluated by comparative assessment.

### 4.4 Conclusion

We discussed an optimal software release problem based on the multi-attribute utility theory. Especially, we defined that the cost and reliability attributes based on the change-point models. Also, the weighted multi-attribute utility function with the constraints was formulated as an optimization problem by using those attributes. By solving the optimization problem, we estimated the optimal software release time, the testing-time duration from the change-point to the termination time of testing, optimal occurrence-time of the change-point, expected total software cost, and utility. Furthermore, we showed the results of sensitive analysis, and confirmed the behavior of the total software cost and utility. From the results of sensitive analysis, we could evaluate the balance of the attributes in terms of utility theory.
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Table 4.1: The result of sensitive analysis. (EXP, DS3, 2 attributes)

<table>
<thead>
<tr>
<th>$w_R$</th>
<th>$w_C$</th>
<th>$T^*$</th>
<th>$s^*$</th>
<th>$\tau^*$</th>
<th>Total Cost</th>
<th>Utility</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.9</td>
<td>71.89944</td>
<td>57.65013</td>
<td>14.24931</td>
<td>501.325</td>
<td>0.095314</td>
</tr>
<tr>
<td>0.3</td>
<td>0.7</td>
<td>72.61439</td>
<td>58.36695</td>
<td>14.24744</td>
<td>501.4646</td>
<td>0.291359</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>73.81941</td>
<td>59.57549</td>
<td>14.24392</td>
<td>502.0493</td>
<td>0.487794</td>
</tr>
<tr>
<td>0.7</td>
<td>0.3</td>
<td>76.31965</td>
<td>62.07379</td>
<td>14.24586</td>
<td>504.5321</td>
<td>0.685191</td>
</tr>
<tr>
<td>0.9</td>
<td>0.1</td>
<td>84.85926</td>
<td>70.6586</td>
<td>14.20066</td>
<td>523.0659</td>
<td>0.886464</td>
</tr>
</tbody>
</table>

Table 4.2: The result of sensitive analysis. (EXP, DS5, 2 attributes)

<table>
<thead>
<tr>
<th>$w_R$</th>
<th>$w_C$</th>
<th>$T^*$</th>
<th>$s^*$</th>
<th>$\tau^*$</th>
<th>Total Cost</th>
<th>Utility</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.9</td>
<td>37.14034</td>
<td>29.87466</td>
<td>7.26568</td>
<td>285.3361</td>
<td>-0.142298</td>
</tr>
<tr>
<td>0.3</td>
<td>0.7</td>
<td>37.27178</td>
<td>30.01017</td>
<td>7.26161</td>
<td>285.348</td>
<td>0.1094483</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>37.50686</td>
<td>30.25121</td>
<td>7.25565</td>
<td>285.4025</td>
<td>0.3612723</td>
</tr>
<tr>
<td>0.7</td>
<td>0.3</td>
<td>38.02501</td>
<td>30.76971</td>
<td>7.2553</td>
<td>285.6632</td>
<td>0.6133076</td>
</tr>
<tr>
<td>0.9</td>
<td>0.1</td>
<td>40.1202</td>
<td>32.8696</td>
<td>7.2506</td>
<td>288.4347</td>
<td>0.8664326</td>
</tr>
</tbody>
</table>

Table 4.3: The result of sensitive analysis. (DSS, DS5, 2 attributes)

<table>
<thead>
<tr>
<th>$w_R$</th>
<th>$w_C$</th>
<th>$T^*$</th>
<th>$s^*$</th>
<th>$\tau^*$</th>
<th>Total Cost</th>
<th>Utility</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.9</td>
<td>32.72308</td>
<td>17.33735</td>
<td>15.38573</td>
<td>235.2164</td>
<td>-0.898841</td>
</tr>
<tr>
<td>0.3</td>
<td>0.7</td>
<td>32.72308</td>
<td>17.33735</td>
<td>15.38573</td>
<td>235.2164</td>
<td>-0.60571</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>32.72308</td>
<td>17.33735</td>
<td>15.38573</td>
<td>235.2164</td>
<td>-0.312579</td>
</tr>
<tr>
<td>0.7</td>
<td>0.3</td>
<td>32.72308</td>
<td>17.33735</td>
<td>15.38573</td>
<td>235.2164</td>
<td>-0.019448</td>
</tr>
<tr>
<td>0.9</td>
<td>0.1</td>
<td>32.72308</td>
<td>17.33735</td>
<td>15.38573</td>
<td>235.2164</td>
<td>0.273683</td>
</tr>
</tbody>
</table>
Fig. 4.2: The expected total software cost. (EXP, DS3)

Fig. 4.3: The multi-attribute utility function. (EXP, DS3)
Fig. 4.4: The expected total software cost. (EXP, DS5)

Fig. 4.5: The multi-attribute utility function. (EXP, DS5)
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Fig. 4.6: The expected total software cost. (DSS, DS5)

Fig. 4.7: The multi-attribute utility function. (DSS, DS5)
Chapter 5

Optimal Testing-Resource Allocation Problem Based on MAUT

5.1 Introduction

Normally, software in a testing-phase is tested in the following stages: module, integration, and system testing. Especially, individual software modules are tested independently, and evaluated in terms of the reliability in the module testing. Also, enormous testing-resources are devoted for ensuring enough reliability in the testing-process. The testing-resources mean CPU time, man-power, executed test cases, and so forth. However, they are constrained and the company would like to avoid wasting them by the reason of management aspects. Furthermore, the module testing is said to consume 25% of the total development resources [10]. Therefore, it is very important for the company or software development managers to allocate the testing-resource property in the module testing. This problem is called an “optimal testing-resource allocation problem”.

Most of the existing optimal testing-resource allocation problems have been discussed well so far [17, 37, 38, 42, 43]. However, the management aspects of companies for the optimal allocation have not been considered. Also, the existing method can not allocate the testing-resource with considering multiple evaluation criteria. Therefore, we need to discuss an optimal testing-resource allocation problem based on the multi-attribute utility theory. We set reliability, testing-resource, and cost attributes based on the testing-effort dependent SRGM as the evaluation criteria. By applying the multi-attribute utility theory, we can expand the method for the optimal testing-resource allocation as follows: First, We can evaluate an optimal allocation based on the estimated utility by the sensitive analysis. Next, we can consider multiple constraints as the evaluation criteria, such as the cost and reliability, simultaneously. Finally,
the management strategy for the company or software development managers can be reflected to the allocation. From these backgrounds, we estimate the optimal testing-resource expenditures for individual software modules, utility, total amount of optimal testing-resource expenditures, and expected number of remaining faults by optimizing a multi-attribute utility function with the multiple constraints.

This chapter consists of the following sections. In Section 5.2, we introduce an existing optimal testing-resource allocation problem. In Section 5.3, we discuss an optimal testing-resource allocation problem for the case of two attributes. In Section 5.4, we discuss the optimal testing-resource allocation problem for the case of three attributes. In Section 5.5, we show numerical examples for them, respectively. In the final section, we conclude with summary.

5.2 Existing Optimal Testing-Resource Allocation Problem

First, we apply the testing-effort dependent SRGM as a mean value function, \( m(t) \). The testing-effort dependent SRGM is defined as

\[
m(t) = a(1 - \exp\left[-rW(t)\right]),
\]

where \( a \) represents the initial fault content, and \( r \) represents the fault detection rate per the testing-resource expenditures, \((0 < r < 1)\). Then, \( W(t) \) is given as

\[
W(t) = \int_0^t w(x)dx,
\]

where \( w(x) \) represents the testing-resource expenditures at the testing-time \( t \), and \( W(t) \) is the cumulative testing-effort function. Also, the expected number of remaining faults is given as

\[
z(t) = a - m(t) = a \cdot \exp\left[-rW(t)\right].
\]

We consider the following existing optimal testing-resource allocation problem.

(1) A software system is composed of \( M \) independent software modules.

(2) The number of remaining faults in individual software modules can be estimated by the testing-effort dependent SRGM.
The existing optimal testing-resource allocation problem states that software development managers need to allocate testing-resource expenditures to individual software modules so that the total number of remaining faults in the software may be minimized.

We assume that the amounts of testing-resource expenditures, $q_i$, are spent to test the software module, $i$ ($i = 1, 2, \cdots, M$), in the module testing-process. From Eq. (5.3), the expected number of remaining faults in the software module $i$, $z_i$, is given as

$$z_i = a_i \cdot \exp[-r_i q_i],$$

where $a_i$ represents the initial fault content for software module $i$, and $r_i$ represents the fault detection rate per unit testing-resource, $0 < r_i < 1$. Therefore, from Eq. (5.4), the expected number of remaining faults in the software is given as

$$Z = \sum_{i=1}^{M} z_i.$$

Therefore, the software testing-resource allocation problem is formulated as

$$\min \ : \sum_{i=1}^{M} w_i a_i \cdot \exp[-r_i q_i]$$

subject to \quad $\sum_{i=1}^{M} q_i \leq Q_S, q_i \geq 0,$

where $w_i$ represents the weights for individual software modules, $Q_S$ represents the prepared total amount of testing-resource expenditures. To solve the above problem, we consider the following Lagrangian:

$$L = \sum_{i=1}^{M} w_i a_i \cdot \exp[-r_i q_i] + \lambda \left( \sum_{i=1}^{M} q_i - Q_S \right).$$

The necessary and sufficient conditions for the minimization are

$$\frac{\partial L}{\partial q_i} = -w_i a_i r_i \cdot \exp[-r_i q_i] + \lambda = 0,$$

$$\frac{\partial L}{\partial \lambda} = \sum_{i=1}^{M} q_i - Q_S \geq 0, \quad \lambda \geq 0,$$

$$\lambda \left( \sum_{i=1}^{M} q_i - Q_S \right) = 0.$$
Also, we can assume that the following condition is satisfied for the software modules.

\[ A_1 \geq A_2 \geq \cdots A_{k-1} \geq \lambda \geq A_k \geq \cdots \geq A_M, \quad (5.9) \]

where \( A_i = w_i a_i r_i \) (i=1,2,\cdots,M). Therefore, the optimal testing-resource expenditures, \( q_i^* \), are derived as

\[ q_i^* = \begin{cases} \frac{1}{r_i} (\ln A_i - \ln \lambda) & (i = 1, 2, \cdots, k - 1), \\ 0 & (i = k, k + 1, \cdots, M). \end{cases} \quad (5.10) \]

Then, \( \ln \lambda \) is given by

\[ \ln \lambda = \frac{\sum_{i=1}^{M} \frac{1}{r_i} \ln A_i - Q_S}{\sum_{i=1}^{M} \frac{1}{r_i}}. \quad (5.12) \]

That is, the optimal testing-resource expenditures, \( q_i^* \), are given as

\[ q_i^* = \max \left\{ 0, -\frac{1}{r_i} (\ln A_i - \ln \lambda) \right\} \quad (i = 1, 2, \cdots, M). \quad (5.13) \]

### 5.3 Optimal Testing-Resource Allocation Problem with Two Evaluation Criteria

We consider the following optimal testing-resource allocation problem. Especially, we change the (3) of these assumptions.

(1) A software system is composed of \( M \) independent software modules.

(2) The number of remaining faults in individual software modules can be estimated by the testing-effort dependent SRGM.

(3) The software development managers have to allocate the testing-resource expenditures to individual software modules so that the utility may be maximized.
5.3 Optimal Testing-Resource Allocation Problem with Two Evaluation Criteria

5.3.1 Selection of attributes

We define the digestive rate of the total amount of testing-resource expenditures as the testing-
resource attribute. Since the software development managers want to spend less than the
prepared total amount of testing-resources, the testing-resource attribute is

\[ \min : E = \frac{\sum_{i=1}^{M} q_i}{Q_P} = \frac{Q}{Q_P}, \]  

(5.14)

where \( Q (> 0) \) represents the total amount of testing-resource expenditures. \( Q_P \) is the prepared
total amount of testing-resources.

Next, we define the rate of the expected number of detected faults in the software as the
reliability attribute. From Eq. (5.4), the reliability attribute is given as

\[ \max : R = 1 - \frac{\sum_{i=1}^{M} a_i \cdot \exp[-r_i q_i]}{\sum_{i=1}^{M} a_i} = 1 - \frac{Z}{\sum_{i=1}^{M} a_i}. \]  

(5.15)

As with Chapter 4, we can also say that these attributes have a competitiveness because they
are defined by using the same testing-effort dependent SRGM.

5.3.2 Development of single-attribute utility function

The single-attribute utility functions for each attribute are developed based on the following
management strategy.

1. For the testing-resource attribute, at least 60% of the prepared total amount of testing-
resources must be consumed.

2. For the reliability attribute, at least 80% of software faults should be detected and the
more are better.

3. The management team takes the risk neutral position for each attribute.

Then, the lowest and highest consumptions for the testing-resource attribute are \( E_L = 0.6 \) and
\( E_H = 1.0 \). The lowest and highest requirements for the reliability attribute are \( R_L = 0.8 \) and
\( R_H = 1.0 \).
We also use the additive linear form. Therefore, we have the following single-attribute utility functions for each attribute:

\[
\begin{align*}
  u(E) &= 2.5E - 1.5, \\
  u(R) &= 5R - 4.
\end{align*}
\]

**5.3.3 Development of multi-attribute utility function**

From the previous steps, the additive multi-attribute utility function with some constraints as an optimization problem is given as

\[
\begin{align*}
  \max & : u(E, R) = w_R \times u(R) - w_E \times u(E) \\
  & = w_R \times (5R - 4) - w_E \times (2.5E - 1.5) \\
  \text{subject to} & \quad w_R + w_E = 1, \ q_i \geq 0.
\end{align*}
\]  

where \(w_R\) and \(w_E\) are weight parameters for the attributes \(R\) and \(E\), respectively. Finally, we can obtain the optimal testing-resource expenditures, \(q_i^*\) \((i = 1, 2, \cdots, M)\), by maximizing the multi-attribute utility function.

From Eq. (5.18), the optimal testing-resource expenditures, \(q_i^*\), are given by

\[
\begin{align*}
  q_i^* &= \frac{1}{r_i} \ln \frac{2.5w_E \sum_{i=1}^{M} a_i}{5w_R a_i r_i Q P} \quad (i = 1, 2, \cdots, k - 1), \\
  q_i^* &= 0 \quad (i = k, k + 1, \cdots, M).
\end{align*}
\]

That is, we can rewrite the optimal testing-resource expenditures, \(q_i^*\), as

\[
q_i^* = \max \{0, -\frac{1}{r_i} \ln \frac{2.5w_E \sum_{i=1}^{M} a_i}{5w_R a_i r_i Q P}\} \quad (i = 1, 2, \cdots, M).
\]

Also, we can assume that the following condition is satisfied for the software modules

\[
B_1 \geq B_2 \geq \cdots B_{k-1} \geq \frac{2.5w_E \sum_{i=1}^{M} a_i}{5w_R Q P} \geq B_k \geq \cdots \geq B_M,
\]

where \(B_i = a_i r_i\) \((i=1,2, \cdots, M)\).
5.4 Optimal Testing-Resource Allocation Problem with Three Evaluation Criteria

5.4.1 Selection of attributes

We assume the cost attribute in addition to the testing-resource attribute and reliability attribute. First, we assume the following cost parameters.

\[ c_1 : \text{the debugging cost for one fault in the module testing} \quad (c_1 > 0), \]
\[ c_2 : \text{the debugging cost for one undetected fault in the module testing} \quad (c_2 > c_1 > 0), \]
\[ c_3 : \text{the cost per unit of testing-resource for the module testing} \quad (c_3 > 0). \]

The cost function based on the testing-effort dependent SRGM is formulated as

\[ V = c_1 \sum_{i=1}^{M} a_i (1 - \exp[-r_i q_i]) + c_2 \sum_{i=1}^{M} a_i \cdot \exp[-r_i q_i] + c_3 \sum_{i=1}^{M} q_i. \]  \hspace{1cm} (5.22)

From Eq. (5.22), the cost attribute is given as

\[ \min : C = \frac{V}{C_P}. \]  \hspace{1cm} (5.23)

Then, \( C_P \) represents the budget.

5.4.2 Development of single-attribute utility function

The single-attribute utility functions for each attribute are developed based on the following management strategy.

1. For the testing-resource attribute, at least 60\% of the prepared total amount of testing-resources must be consumed.

2. For the reliability attribute, at least 80\% of software faults should be detected and the more better.

3. For the cost attribute, at least 50\% of the budget must be consumed.

4. The management team takes the risk neutral position for each attribute.

From the management strategy, we can rewrite that the lowest and highest consumptions for the cost attribute are \( C_L = 0.5 \) and \( C_H = 1.0 \).
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5.4.3 Development of multi-attribute utility function

From the management strategy, we have the following single-attribute utility functions for each attribute:

\[ u(E) = 2.5E - 1.5. \] (5.24)

\[ u(R) = 5R - 4. \] (5.25)

\[ u(C) = 2C - 1. \] (5.26)

5.4.3 Development of multi-attribute utility function

The additive multi-attribute utility function with some constraints as an optimization problem is given by

\[ \max : u(E, R, C) = w_R \times u(R) - w_E \times u(E) - w_C \times u(C) \]

\[ = w_R \times (5R - 4) - w_E \times (2.5E - 1.5) - w_C \times (2C - 1) \]

subject to \( w_R + w_E + w_C = 1, \quad q_i \geq 0. \) (5.27)
where \( w_R \), \( w_E \), and \( w_C \) are the weight parameters for the attributes, \( R \), \( E \), and \( C \), respectively. From Eq. (5.27), the optimal testing-resource expenditures, \( q_i^* \), are given by

\[
q_i^* = -\frac{1}{r_i} \ln \left( \frac{\frac{2.5w_E}{Q_P} + \frac{2w_EC_3}{C_P}}{\frac{5w_R}{\sum_{i=1}^M a_i} + \frac{(c_2-c_1)2w_C}{C_P}} \right) \quad (i = 1, 2, \cdots, k - 1),
\]

\[
q_i^* = 0 \quad (i = k, k + 1, \cdots, M). \quad (5.28)
\]

That is, we can rewrite the optimal testing-resource expenditures, \( q_i^* \), as

\[
q_i^* = \max \left\{ 0, -\frac{1}{r_i} \ln \left( \frac{\frac{2.5w_E}{Q_P} + \frac{2w_EC_3}{C_P}}{\frac{5w_R}{\sum_{i=1}^M a_i} + \frac{(c_2-c_1)2w_C}{C_P}} \right) \right\} \quad (i = 1, 2, \cdots, M). \quad (5.29)
\]

Also, when we assume \( C_i = a_ir_i (i = 1, 2, \cdots, M) \), we can assume that the following condition is satisfied for the software modules.

\[
C_1 \geq C_2 \geq \cdots \geq C_{k-1} \geq \frac{\frac{2.5w_E}{Q_P} + \frac{2w_EC_3}{C_P}}{\frac{5w_R}{\sum_{i=1}^M a_i} + \frac{(c_2-c_1)2w_C}{C_P}} \geq C_k \geq \cdots \geq C_M. \quad (5.30)
\]

### 5.5 Numerical Examples

we use module-testing data which consists of 10 modules including the initial fault contents for individual software modules, \( a_i \), and fault detection rate per the testing-resource expenditures for individual software modules, \( r_i \), in Table 5.2 [38]. These parameters are estimated by the testing-effort dependent SRGM.

We set the cost parameters as \( c_1 = 1.0 \), \( c_2 = 2.0 \), and \( c_3 = 5.0 \). Also, we set the prepared total amount of testing-resource expenditures, and the budget for the module testing as \( Q_P = 1.0 \times 10^6 \) and \( C_P = 1.0 \times 10^6 \). Furthermore, the behavior of single-attribute utility functions is shown in Fig. 5.1.

Tables 5.1 and 5.3 show the comparisons of the allocated testing-resource expenditures for individual software modules, total amount of optimal testing-resource expenditures, and utility. "M" means the software module. In Table 5.1, when the weight parameter, \( w_R \), increases, the weight parameter, \( w_C \), decreases. Then, the total amount of optimal testing-resource expenditures, \( Q^* \), increases. Also, we can arrange from P1 to P5 in the order of high utility as \( P1 > P5 > P2 > P4 > P3 \). Therefore, we can see that when we weight either the testing-resource attribute or reliability attribute intensively, the utility becomes high. In Table 5.3, when the weight parameters, \( w_R \), increases, \( w_E \) and \( w_C \) decrease, the total amount of optimal testing-resource expenditures, \( Q^* \), increases. Similarly, we can arrange from P1 to P6 in the
order of high utility as P6 > P1 > P5 > P2 > P3 > P4. Therefore, we can see that when the difference between the maximized weight and minimized weight are large, the utility becomes high.

Tables 5.2 and 5.4 show the expected number of remaining faults based on the optimal testing-resource expenditures, $q^*_i$. When we focus on P3 in Table 5.2, the expected number of remaining faults is expected to decrease from 251 to 14 by devoting the total amount of optimal testing-resource expenditures. That is, 94.4% of the remaining faults is reduced. Similarly, when we focus on P1 in Table 5.4, the expected number of remaining faults is expected to decrease from 251 to 9 by devoting the total amount of optimal testing-resource expenditures. That is, 96.4% of the remaining faults is reduced.

The optimal testing-resource expenditures for some software modules are $q^*_i = 0$ because the negative values are derived as the optimal solutions. It does not mean that the module testing is not needed. That is, we can know the software module which is needed the test preferentially.

Finally, Figs. 5.2 and 5.3 show the behavior of the optimal testing-resource expenditures for the modules 1 and 10 in Table 5.2. We can see that if we weight either testing-resource attribute or reliability attribute preferentially, the behavior of the optimal testing-resource expenditures changes the increments or decrements from the midpoint.

5.6 Conclusion

We discussed an optimal testing-resource allocation problem based on the multi-attribute utility theory. Concretely, we developed the cost, reliability, and testing-resource attributes based on the testing-effort dependent SRGM as three evaluation criteria. Then, we optimized the weighted multi-attribute utility function, and derived the optimal testing-resource expenditures, utility, total amount of testing-resource expenditures, and expected number of remaining faults. Furthermore, we checked the sensitivity with changing the combination of the weight parameters, and showed the behavior of the optimal testing-resource expenditures.
Fig. 5.2: The behavior of the optimal testing-resource expenditures. (module 1, 2 attributes)
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Fig. 5.3: The behavior of the optimal testing-resource expenditures. (module 10, 2 attributes)
### Table 5.1: The comparison of allocated testing-resource expenditures. (2 attributes)

<table>
<thead>
<tr>
<th>Weight</th>
<th>$q_i^*$</th>
<th>M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
<th>M5</th>
<th>M6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w_R$</td>
<td>$w_E$</td>
<td>M7</td>
<td>M8</td>
<td>M9</td>
<td>M10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1</td>
<td>0.1</td>
<td>0.9</td>
<td>20441</td>
<td>4225.26</td>
<td>1953.46</td>
<td>16397</td>
<td>4794.54</td>
</tr>
<tr>
<td>P2</td>
<td>0.3</td>
<td>0.7</td>
<td>45758.5</td>
<td>9575.76</td>
<td>4518.88</td>
<td>42512.8</td>
<td>12702.7</td>
</tr>
<tr>
<td>P3</td>
<td>0.5</td>
<td>0.5</td>
<td>61649.3</td>
<td>12934.1</td>
<td>6129.11</td>
<td>58904.7</td>
<td>17666.4</td>
</tr>
<tr>
<td>P4</td>
<td>0.7</td>
<td>0.3</td>
<td>77540.1</td>
<td>16292.4</td>
<td>7739.33</td>
<td>75296.6</td>
<td>22630.1</td>
</tr>
<tr>
<td>P5</td>
<td>0.9</td>
<td>0.1</td>
<td>102858</td>
<td>21642.8</td>
<td>10304.8</td>
<td>101412</td>
<td>30538.2</td>
</tr>
</tbody>
</table>

### Table 5.2: The comparison of expected number of remaining faults. (2 attributes)

<table>
<thead>
<tr>
<th>M</th>
<th>$a_i$</th>
<th>$r_i$</th>
<th>$z_i$</th>
<th>$P1$</th>
<th>$P2$</th>
<th>$P3$</th>
<th>$P4$</th>
<th>$P5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>63</td>
<td>$5.332 \times 10^{-5}$</td>
<td>21.18346</td>
<td>5.491995</td>
<td>2.353713</td>
<td>1.008735</td>
<td>0.261518</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>13</td>
<td>$2.523 \times 10^{-4}$</td>
<td>4.476812</td>
<td>1.160656</td>
<td>0.497418</td>
<td>0.213179</td>
<td>0.05527</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>$5.262 \times 10^{-4}$</td>
<td>2.146522</td>
<td>0.556507</td>
<td>0.238502</td>
<td>0.102215</td>
<td>0.0265</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>51</td>
<td>$5.169 \times 10^{-5}$</td>
<td>21.85139</td>
<td>5.665182</td>
<td>2.427936</td>
<td>1.040545</td>
<td>0.269777</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>15</td>
<td>$1.707 \times 10^{-4}$</td>
<td>6.616869</td>
<td>1.715491</td>
<td>0.735206</td>
<td>0.315087</td>
<td>0.08169</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>39</td>
<td>$5.723 \times 10^{-5}$</td>
<td>19.73612</td>
<td>5.116784</td>
<td>2.192912</td>
<td>0.939816</td>
<td>0.243657</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>21</td>
<td>$9.938 \times 10^{-5}$</td>
<td>11.36547</td>
<td>2.946607</td>
<td>1.262824</td>
<td>0.541212</td>
<td>0.140314</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>$1.743 \times 10^{-4}$</td>
<td>6.480209</td>
<td>1.680053</td>
<td>0.720025</td>
<td>0.308579</td>
<td>0.080003</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>23</td>
<td>$5.057 \times 10^{-5}$</td>
<td>22.33538</td>
<td>5.790641</td>
<td>2.48171</td>
<td>1.063587</td>
<td>0.275745</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>11</td>
<td>$8.782 \times 10^{-5}$</td>
<td>11.0</td>
<td>3.334478</td>
<td>1.429064</td>
<td>0.612452</td>
<td>0.158784</td>
<td></td>
</tr>
</tbody>
</table>

| $Z^*$ | 127.1922 | 33.45839 | 14.33931 | 6.145406 | 1.593256 |
### Table 5.3: The comparison of allocated testing-resource expenditures. (3 attributes)

<table>
<thead>
<tr>
<th>Weight</th>
<th>$q_i^*$</th>
<th>M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
<th>M5</th>
<th>M6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w_R$</td>
<td>$w_E$</td>
<td>$w_C$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1</td>
<td>0.8</td>
<td>0.1</td>
<td>0.1</td>
<td>70464.3</td>
<td>147971</td>
<td>7022.33</td>
<td>67997.7</td>
</tr>
<tr>
<td>P2</td>
<td>0.6</td>
<td>0.2</td>
<td>0.2</td>
<td>52069.5</td>
<td>10909.5</td>
<td>5158.39</td>
<td>49022.9</td>
</tr>
<tr>
<td>P3</td>
<td>0.5</td>
<td>0.25</td>
<td>0.25</td>
<td>44465.5</td>
<td>9302.5</td>
<td>4387.86</td>
<td>41179</td>
</tr>
<tr>
<td>P4</td>
<td>0.4</td>
<td>0.3</td>
<td>0.3</td>
<td>36861.6</td>
<td>7695.53</td>
<td>3617.36</td>
<td>33335.3</td>
</tr>
<tr>
<td>P5</td>
<td>0.2</td>
<td>0.4</td>
<td>0.4</td>
<td>18468.8</td>
<td>3808.47</td>
<td>1753.61</td>
<td>14362.5</td>
</tr>
<tr>
<td>P6</td>
<td>0.1</td>
<td>0.45</td>
<td>0.45</td>
<td>3264.76</td>
<td>595.318</td>
<td>212.983</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 5.4: The comparison of expected number of remaining faults. (3 attributes)

<table>
<thead>
<tr>
<th>M</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
<th>P6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z_i$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.47105</td>
<td>3.92273</td>
<td>5.88399</td>
<td>8.82579</td>
<td>23.5324</td>
<td>52.9346</td>
</tr>
<tr>
<td>2</td>
<td>0.310885</td>
<td>0.829015</td>
<td>1.2435</td>
<td>1.8652</td>
<td>4.97324</td>
<td>11.187</td>
</tr>
<tr>
<td>3</td>
<td>0.149062</td>
<td>0.39749</td>
<td>0.596228</td>
<td>0.894317</td>
<td>2.38455</td>
<td>5.36388</td>
</tr>
<tr>
<td>4</td>
<td>1.51744</td>
<td>4.04642</td>
<td>6.06954</td>
<td>9.10409</td>
<td>24.2745</td>
<td>51</td>
</tr>
<tr>
<td>5</td>
<td>0.459503</td>
<td>1.22532</td>
<td>1.83794</td>
<td>2.75682</td>
<td>7.3506</td>
<td>15</td>
</tr>
<tr>
<td>6</td>
<td>1.37055</td>
<td>3.65472</td>
<td>5.48197</td>
<td>8.22276</td>
<td>21.9246</td>
<td>39</td>
</tr>
<tr>
<td>7</td>
<td>0.789262</td>
<td>2.10464</td>
<td>3.15691</td>
<td>4.73525</td>
<td>12.6258</td>
<td>21</td>
</tr>
<tr>
<td>8</td>
<td>0.450009</td>
<td>1.19999</td>
<td>1.79997</td>
<td>2.69988</td>
<td>7.19878</td>
<td>9</td>
</tr>
<tr>
<td>9</td>
<td>1.55105</td>
<td>4.13605</td>
<td>6.20397</td>
<td>9.30573</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>10</td>
<td>0.893149</td>
<td>2.38168</td>
<td>3.57246</td>
<td>5.35857</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>$Z^*$</td>
<td>8.96196</td>
<td>23.89806</td>
<td>35.84648</td>
<td>53.76838</td>
<td>138.2645</td>
<td>238.48548</td>
</tr>
</tbody>
</table>
Chapter 6

Conclusion

This thesis discussed several problems, such as the change-point, the optimal software release and optimal testing-resource allocation problems. The obtained main contributions and future studies for the respective chapters are summarized as follows:

- **Chapter 2:**
  Chapter 2 provided the change-point models based on the exponential, the delayed S-shaped, and the inflection S-shaped SRGMs. Also, the change-point models with considering the uncertainty of the testing-environment are provided. They have the better performance than the existing models in terms of MSE. Therefore, we can say that our modeling approach could describe the actual testing-environment. However, the estimation of the inflection coefficient for the ISS-CP SRGM could not have the consistency completely. Therefore, we need to figure out the problem of the estimation, and solve it. Additionally, our proposed models need to be compared the goodness-of-fit by using many actual data sets. As future study, we have to develop more testing-environmental functions, and check the performance of our models which are applied them. Also, we proposed a change-point detection method based on the Laplace trend test. Concretely, we estimated the change-points by analyzing the behavior of the Laplace factor, and checked the performance of our proposed change-point models with the detected change-points. We confirmed that those change-point models have the better performance from the numerical examples. However, the detection method does not have the consistency completely because the relationship between the change-point and Laplace factor is not described theoretically. Therefore, we should make a correlation of them mathematically. As future study, we need to improve the accuracy of our detection method. Furthermore, we have to try the differentiation of change-points as an evaluation criterion for
determining a change-point.

- **Chapter 3:**
  Chapter 3 discussed an optimal software release problem based on the change-point model analytically. We derived the optimal software release time and optimal testing-time duration from the change-point to the termination time of testing when the total software cost is minimized in terms of the cost-evaluation criterion. After that, we considered the reliability-evaluation criterion additionally, and determined the conclusive optimal software release time. However, we could not estimate the optimal software release time for the partial data-set properly. Therefore, we need to figure out the problem, and improve the theoretical consistency.

- **Chapter 4:**
  Chapter 4 discussed an optimal software release problem based on the multi-attribute utility theory. The cost and reliability attributes based on the change-point models were considered as the evaluation criteria. The optimal software release time and optimal testing-time duration from the change-point to the termination time of testing were estimated simultaneously. Also, we derived the optimal occurrence-time of the change-point, expected total software cost, and utility. As future study, we need to consider the evaluation method of utility because our approach does not have the concrete evaluation criterion. In other words, it is difficult to evaluate the results by the absolute evaluation because the utility does not have units. Therefore, as another perspective, we try to develop new evaluation functions with unit.

- **Chapter 5:**
  Chapter 5 discussed an optimal testing-resource allocation problem based on the multi-attribute utility theory. The cost, testing-resource, and reliability attributes based on the testing-effort dependent SRGM were considered as the evaluation criteria. Also, we estimated the optimal testing-resource expenditures for the module testing in terms of utility. After that, the expected number of remaining faults was estimated by using them. In the numerical examples, we showed the behavior of the optimal testing-resource expenditures, and conducted the sensitive analysis. As future study, as with Chapter 4, we need to discuss concrete evaluation method by using derived utility.

We discussed these several problems for software development management in this thesis.
Our change-point models and its application are expected to be a countermeasures for change-points because it is easy for software development managers to apply in the actual testing-environment. Also, our approach by using the multi-attribute utility theory is expected to be a new methodology in terms of the economics.

As future study, we need to discuss the above problems, and improve the accuracy of our proposed software development management methods. We could not derive the optimal solutions properly in the partial problems although we used the optimization methodologies for solving the optimization problems in this thesis. Therefore, we try to apply various optimization methodologies in the mathematical programming to our approach.
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