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1. Introduction

In the present paper we intend to generalize the concept of functions, using ultra-

powers.
We shall denote with *Map (R, C) the set of all generalized functions of one variable.

Given any S e(2’), there is a set U=*Map(R, C) such that
SZ[f(x, »] for each [f(x, y)]eU.

We should like to use the property to solve the division problem of distributions.

2. The concept of generalized functions

We shall first give the definition of generalized functions of one variable.

DeriNiTION 1. Let Rt={xeR; x>0}, and let F={(0, a); aec R*}. Then F has the
finite intersection property. We shall denote with & the ultrafilter generated by F.
Let K be the set R, or the set C, or the set Map(R, C), and let A(y), B(y)e H K.

Define
A(y)~ B(y) if it satisfies the condition:

{v; A)=B(»)}e#F.

It is easy to see that this relation ~is an equivalence relation. Define

*K=( T, K)/~.

-

The equivalence class determined by a function A(y) € H K will be denoted with [A(y)].

An element of the set *Map (R, C) is called the generahzed function (G- functlon) of
one variable.

Remark 1. If A(y)=AoeK, then we shall identify 4, with [A(y)]. We have
K&*K.

DeriniTiON 2. (1) Let [a(y)], [b(y)]e*R. Define
[a(»)1=[b(y)] if it satisfies the condition:
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{y;apsb(y)lesF.

(2) Let[a(y)], [b(y)]1e*C. Define
[e(»)]=[b(y)] if it satisfies the condition:

lim |a(y)— b(»)|=0.
y—=++0
(3) Let [a(y)]e*R. Define
[a(y)]= + oo if it satisfies the condition:

lim a(y)= =4 co.
y-+0

. REMARK 2. Definitions 2, 3,... and 9 are clearly well defined and proofs are omitted.

DeriNITION 3 (Interval). Let [a(y)], [P(»)] € *R and [a(y)]ZS[b(y)]. Define
[La(»)], [b()1]={[c(»]e*R; [aM]=[c(M]=[b()]}.

ProrosioN 1. Let the hypotheses of Definition 3 be fulfilled. Then
[La(], [b()IT={[e(y)] e *R; {y; a(y)sc(¥)Sb(V)} e F}.

DeriNiTION 4. Let [ f(x, y)]e*Map‘(R, O). We say [f(x, y)] has a property P,
if it satisfies the condition:

{y; f(x, y) has a property P as a function of x alone} e #.

DeriniTION 5. Let [a(y)]e*C, and let [f(x, ¥)], [g(x, y)]€ *Map(R, C). Then
the scalar product [a(y)] [ f(x, )1, the sum [ f(x, y)1+ [g(x, y)], the difference [ f(x, y)]

—[g(x, y)1, the product [f(x, y)][g(», y)] and the quotient [f(x, y)]/[g(x, y)] are de-
fined respectively by

(1) LaWILf x> YI=L[a()f(x, 1],

@ LfGe, )1+Lgx y)I1=L0SCx p)+9(x, )1,
3 [f& »]1-L9x, NI=LfCx, »)—g(x, M1,
4 LfCx »)ILgtx, y)]=L1Cx, p)g(x, y)I,

(% Lf&x, g, 1=, »Iglx, y)*1,
where (f(x, ¥)/g(x, y))* is defined as follows:

(f(x PG, y)*=f(x, Vg(x, y) where f(x, y)/g(x, y)
is defined and

=0 elsewhere.

We immediately have the following proposition:

ProrosITION 2. The space *Map (R, C) is a commutative ring.
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DeriniTION 6 (Derivative). Let [ f(x, y)] is a differentiable G-function. Define
d _ 0 )*J
s =] (s )|,
0 *
where <W f(x, y)) is defined as follows:

(Lot ) =L fte ) where 2 sz, )

is defined and finite and

=0 elsewhere.

DeriniTION 7 (Integral). Let f(x, y) be a integrable G-function over [[a(y)],
[b(»)]]. Define

o p e 3= (7 1, e |

la(n)]

where Sbm f(x, y)dx* is defined as follows:
a(y)

b(y) b(y) -

S . fix, y)dx*=g . f(x, y)dx where f(x, y) is integrable
a(y aly

over [a(x), b(y)] and

=0 elsewhere.

According to G. Takeuti [3], we use the notation = as follows:

DeriniTion 8. Let [f(x, y)], [g(x, y)] be locally integrable G-functions, and let
Se(2'). Define '

(1) [fx, »)]1=[g(x, y)]if and only if

lim
y—+0

' S:) f(x, »o(x)dx — Siog(x, MNex)dx | =0 foreach ¢e(2)

and
2 [f(x, y)]=S if and only if

lim Sw f(x, »o(x)dx=S(p) foreach ¢e(2).
y—=>+0 J-ow
We immediately have the following proposition:

Prorosition 3. Let [ f(x, ¥)], [g(x, ¥)] be locally integrable G-functions.

If Lf(x, »1=[gCx, )] then [f(x, »1=[g(x, »)].
A. Robinson [1] gave the following result:
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TurorREM 1. Given any Se(2') there is a G-function [ f(x, y)] such that

S=[f(x, »)].
ExampLES. We have the following equalities:

2 | I
1 S l:——}d =[lo 2- Lo ]
M) s J4x=|log2——-logy

Q) [(x+iy)—(x—iy)]=[i2y]=0,
(3) [(x*—y*+i2xy)—(x?~y?—i2xy)]=[idxy] =0,

[(x+iy)—(x—iy)] I \*
@ T ) ==y = Da)] =[]

© [ty vy )Lt 25
© U]zt [20
O Uiy 5]
® [Pty |-

DeriniTioN 9 (Fourier transform). Let [ f(x, y)] be a locally integrable G-function,

and let [a(y)]= — o0, [b(y)]= 0.
Define

Iz

5,

[Z(f)t, y;a b)] =B:Z:;f(x, y)e-wtxdx*} .

THEOREM 2. Let [b(y)]=sc0. Then

[F (), y5=b, 5] =] Lrsin Qrb(v)) |
d.

R

Proor. Since

b(y) —2mit .
e~ 2mitxgy =~ _sin (2nth(p))
-b(y) ) i

we have

[F (1), y; ~b, B)] = [——sm(zmb(y))J
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Let p€(2). Then

1

b(y)
2@ = S
g o7 Sin (2neb(y))de T Jcar(e)

sin (2nzb(y)) dt
~b(») z

()

for sufficiently small y>0.
Using Dirichlet’s theorem we have the result that

lim -1

S 0, sin 2atb(y)) 4y .. »(0).
y=+0 T JCar(ep) t

Therefore, we have

[Z(D)(t, y; —b, b]=4.

THEOREM 3. Let [b(y)]= o0, and let

AR
do(x, y)= ~2mi \ x+Iiy x-—iy)'

Then we have

[Z(So)(t, y; —b, b)]=1  for each teR.
Proor. We immediately have
—I:Sbm< L L >e"2"“"dx
2ri )-poy \Xx—iy  x-riy

2ntb(y) 27Tty
e cosu du 2ntx=u).
S—Zntb(y) u*+Q2nty)* ( )

Using the equality

*LYO cos X _e-*

T Jo x2+a? 2a

we have
. 2xth(y)
lim J«S —«»TM—T cos u du=1 for each teR.
yo10 T J-2meneyy U2+ (2mty)

Therefore we have

[F(g)(t, y; —b, b)]=l for each teR.
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