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Abstract

Person recognition using a camera is an important technique for develop-
ing large-scale automated computer systems. There are two interesting and
important tasks in person recognition: specifically, person re-identification
and gender classification. Existing methods use gait features—mainly those
that represent large swings of the limbs—for both identifying people and
classifying their gender. The problem with the use of gait features is that
the performance of identification and classification decrease when a person
stops walking and maintains an upright posture. To extract informative fea-
tures for person re-identification and gender classification, it is important to
measure small swings of the body, which are referred to as body sway. This
thesis reports three techniques for identifying people and classifying their
gender using body sway observed from a camera.

The first part describes the extraction of features from the body sway
observed from an overhead camera for the purpose of identifying people. To
represent identity from body sway, bodies are spatially divided into regions in
a video sequence and local movements are temporally measured in the body
regions. The power spectral density is estimated from the local movements
as features for identifying people. To evaluate the identification performance
when using the body sway features, three original video datasets of body
sway sequences were collected. The first dataset contains a large number of
participants in an upright posture. The second dataset includes variation
over the long term. The third dataset represents body sway in different
postures. The results on these datasets confirm that the local movements
can represent features that are informative for person re-identification.



The second part describes person re-identification in the case of self-
occlusion, by using body sway measured at the head using an overhead
camera. To represent the identity of people, as reflected in body sway, it
is important to estimate appearances of a person accurately from images.
Defects caused by self-occlusion in such images frequently degrade the per-
formance of one of the existing methods of identifying people because that
method uses whole-body regions to identify people. To solve the problem of
self-occlusion in this context, silhouette sequences of regions at the head are
computed by applying a segmentation technique. To reflect people’s identi-
ties using body sway, the head region is spatially divided into local blocks
and movements inside the blocks are temporally measured. The results of
experiments show that the proposed method can improve the performance
of the existing method of identification from 17.3% to 57.9%.

The third part discusses whether it is possible to classify the gender of
a standing person from a video sequence containing body sway, observed
from an overhead camera. A spatiotemporal feature is designed for repre-
senting body sway using the frequency analysis of time-series signals derived
from the local movements. To evaluate the classification accuracy of the pro-
posed method, video sequences of body sway were acquired from 30 females
and 30 males using an overhead camera. The proposed method achieved
90.3± 1.3% accuracy for the gender classification of a standing person. The
accuracy of the proposed method was compared with that of existing methods
that use other spatiotemporal features. The proposed spatiotemporal feature
extracted from body sway significantly improved the accuracy of gender clas-
sification.



Throughout the research described in this thesis, body sway was used for
person re-identification and gender classification and enabled significantly
improved performance, compared with existing methods, when people main-
tain an upright posture. The proposed techniques help with recognizing and
understanding people. In the future, the author expects that the techniques
will contribute to the development of security systems and marketing analysis
systems in research and business fields.
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Chapter 1

Introduction

In recent years, there has been a high demand for technologies [1, 2, 3, 4]
for recognizing people. Technologies for recognizing people accurately are
expected to be applied to security enhancement or marketing analysis. The
specific tasks involved in recognizing people, such as identifying people and
classifying their attributes, have been studied for many years. In the case of
person re-identification, the author searches a database for the same person as
the recognized person. The person re-identification task [5, 6, 7, 8, 9, 10, 11]
is expected to be applied to searching for lost children or suspicious persons.
In the case of attribute classification, the attributes describe properties, such
as the gender or age, of a person, and the author predicts a label (e.g., male
or female, young or old) for each attribute. In this thesis, the author focuses
specifically on the gender attribute. The gender classification task [12, 13,
14, 15, 16, 17, 18] is expected to be applied to analyzing advertisements and
merchandise in which males and females have different interests. Figure 1.1
provides an overview of person re-identification and gender classification. It
is necessary to obtain informative characteristics that represent differences
between individuals and differences between genders, to perform person re-
identification and gender classification, respectively.

Sensors are commonly used to obtain characteristics that represent peo-
ple’s identity and gender. There are two types of sensors. The first type is
a contact sensor, such as a fingerprint sensor [19, 20, 21, 22, 23], vein sen-
sor [24, 25, 26, 27], or iris sensor [28, 29, 30, 31, 32]. The author can identify
people and classify their gender with high accuracy by obtaining the charac-

1



Males class Females classPerson1 Person2

Dataset

Person1

search

Gender classificationPerson re-identification

Figure 1.1: Overview of person re-identification and gender classification. In
person re-identification, the database is searched for the same person as the
recognized person. In gender classification, the author determines whether
the target person is male or female.

teristics of individuals or genders using a contact sensor. However, the target
person needs to be close to a contact sensor and use it voluntarily. The second
type is a non-contact sensor, such as an RGB camera [5, 6, 12, 13] or depth
camera [33, 34, 35, 36]. It is possible to obtain the characteristics by using
a non-contact sensor even when the target person is some distance away. In
this thesis, the author considers the use of a camera, which is a non-contact
sensor, to obtain the characteristics to be used for person re-identification
and gender classification.

Person re-identification and gender classification using a video sequence
from a surveillance camera is a key technology for the development of various
authentication systems [37, 38, 39]. To achieve a high performance in person
re-identification and gender classification, it is important to design methods
of extracting informative features from the video sequence. Recently, soft
biometrics [40, 41, 42, 43, 44, 45] that represent human characteristics have
been an active topic in pattern recognition research because of their ability
to extract informative features for person re-identification and gender clas-
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Height
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Physical 
characteristics

Clothes

Belongings

Adhered human
characteristics

Gait

Gestures

Behavioral
characteristics

Figure 1.2: Examples of human characteristics that can be acquired from
a video sequence. The left panel represents physical characteristics (e.g.,
height and body size). The center panel represents adhered human charac-
teristics (e.g., clothes and belongings). The right panel represents behavioral
characteristics (e.g., gestures and gait).

sification. Human characteristics can be split intuitively into three classes:
physical characteristics [46, 47, 48, 49] (e.g., height and body size), adhered
human characteristics [50, 51, 52, 53] (e.g., clothes and belongings), and be-
havioral characteristics [54, 55, 56, 57, 58] (e.g., gestures and gait). Figure 1.2
depicts examples of human characteristics. In particular, behavioral charac-
teristics have the advantage that they can be used for person re-identification
and gender classification even when characteristics such as their age, height,
and clothing are the same. For instance, there are situations in which many
office workers in a building wear a suit or workers in a factory wear a uniform.

In this thesis, the author focuses on how to design a method of extracting
and using behavioral characteristics. Existing methods [54, 55, 56, 57, 58]

3



(a) (b)

Gait: existing methods

Large and periodic movements 
of body parts such as limbs.

Slight and continuous 
movements of all body parts.

Body sway: our methods

Figure 1.3: Examples of gait and body sway for person re-identification and
gender classification. (a) explains gait, as used in existing methods. (b)
explains body sway, as used in the proposed methods.

that use behavioral characteristics generally exploit gait features acquired
from a video sequence. Gait features represent large and periodic movements
of body parts such as limbs, as shown in Figure 1.3(a). However, people fre-
quently stop walking, for example, while waiting for a security gate to open.
Therefore, because periodic movements of body parts do not always occur,
gait features do not sufficiently represent behavioral characteristics and are
not informative for person re-identification or gender classification. Indeed,
when people stop walking, the use of gait features sometimes causes a de-
crease in the performance of person re-identification and gender classification.

The author considers person re-identification and gender classification
systems that require people to maintain an upright posture for several tens
of seconds. When people maintain their posture, their bodies do not remain
completely still, but move slightly and continuously in all directions. This
body movement occurs naturally to maintain a person’s posture, as shown in
Figure 1.3(b), and is called body sway. The author considers an upright pos-
ture as a specific example of the posture of a person who has stopped walking.

4



In the field of medical science, many researchers [59, 60, 61] have attempted
to measure the center of gravity of body sway using force plates embedded in
the floor. These methods are not intended for person re-identification or gen-
der classification purposes but can be used to classify people with lower-back
pain [59], women with morning sickness [60], and patients with neuropa-
thy [61]. The author thus assumes that body sway contains information
about the identity of people and gender, and is a behavioral characteristic
that can be used to characterize humans in soft biometrics.

In this thesis, the author tackles the challenging task of extracting an
informative feature for person re-identification and gender classification from
a video sequence featuring body sway. Body sway has the advantage that
an overhead camera can be used to observe people passively because body
sway movement can be measured from the upper half of the body. Hence,
it is not necessary to locate a camera to the side of the person, which is
commonly required for extracting gait features [54, 55, 56, 57, 58]. The use
of an overhead camera avoids the occlusion of people as the number of people
increases.

To accomplish this task, the author proposes a method of identifying
people and a method of classifying the gender of a person using a video
sequence of body sway acquired from people in an upright posture. The
author expects to apply the proposed methods to the use cases shown in
Figure 1.4. The proposed methods compute the center of body sway from a
video sequence and spatially divide the body into small local regions using the
center of body sway. They then measure the temporal and spatial changes in
local movements in these regions and conduct a frequency analysis for feature
extraction. The main purposes of these studies are to confirm whether the
body sway observed when people maintain an upright posture can be used
for person re-identification and gender classification. The author collected
several original datasets of body sway. The experimental results show that

5



Advertisement

Overhead
camera

Signal

Overhead
camera

Elevator

Overhead
camera

Figure 1.4: Examples of the use cases in which the author applies person
re-identification and gender classification using body sway observed from an
overhead camera. The left panel shows the use case in which a person waits
for an elevator to arrive. The center panel shows the use case in which a
person waits for a signal to turn green. The right panel shows the use case
in which a person reads an advertisement displayed on a station platform.

the proposed methods of person re-identification and gender classification
performed better than existing methods that use the gait feature.

6



Chapter 2

Temporal and spatial analysis of
local body sway movements for
the identification of people

2.1 Design of features in terms of body sway

2.1.1 Overview

We consider the informative features extracted from a video sequence of body
sway acquired from people in an upright posture. The first feature is the tem-
poral and spatial swinging movement of the body. The movement contains
information about identity differences, including gender, age, chronic disease,
how muscles are attached, and the sense of balance. The second feature rep-
resents the body shape, such as whether the person is obese or thin. The
third feature represents the body posture, such as a stooping or slouching
posture.

The features of existing gait recognition methods [54, 55] mainly repre-
sent the body shape together with the temporal swinging movements, and
action recognition methods [54, 62] are similar. Researchers [63, 64] exploited
temporal movements as features for gaze authentication. The existing meth-
ods have been designed to represent the features of gait, action or gaze. In
preliminary experiments, we used the existing methods to extract features
from video sequences of body sway. However, we could not obtain high iden-
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Transform the distance into a likelihood

Target feature 
of individual 1

Target feature 
of individual 2

Compute a distance between the query and target features
using a metric learning technique

Extract a feature from
the local movements

Measure local movements
in a body region

Divide the body into 
regions

Acquire query video sequence

Overhead camera
at point 1

Acquire target video sequence

Figure 2.1: Overview of our method.

tification performance using these methods.
We focus on how to represent identity using temporal and spatial changes

in movements due to body sway. Figure 2.1 provides an overview of our
method. We divide the body into small local regions to represent the spatial
movements of body sway. We measure temporal changes in local movements
for each local region and compute a query feature from measured temporal
changes. We store target features in an authentication system in advance.
Our method computes the distance between query and target features using

8



a metric learning technique [65]. Finally, the distance is transformed into the
likelihood of the query and target features belonging to the same person using
the technique described in [66]. The details of our method are described
below.

2.1.2 Measuring temporal and spatial changes in local
movements

We describe a method of measuring temporal and spatial changes in lo-
cal movements from a video sequence of body sway. Movements of whole
body occur around a central position. An existing method [67] measures the
movements using the body regions, under the assumption that all body parts
move synchronously in the same direction. Although the method considers
the temporal changes in movements, it ignores the spatial changes. We thus
extend the method to represent spatial changes in movement and extract
informative features measured from body sway.

From a frame of the video sequence at time t ∈ 1, ..., T , we compute
a mask image mt in which a pixel takes a value of 1 if it is within a body
region and 0 otherwise. The original method [67] uses algorithm 1 to infer
the reference time r, which represents the temporal center of swings, from
the whole body region in the mask image.
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I = 2 I = 4 I = 8 I = 16

Figure 2.2: Examples of local regions radially divided from the body region.
I is the number of local regions.

Algorithm 1 Determining reference time
Input: Mask images {mt|t ∈ 1, ..., T}
Output: Reference time r

1: for r̃ = 1 to T do
2: Initialize Dr̃ ← 0
3: for t = 1 to T do
4: compute d̃ = ∥mr̃ −mt∥1
5: Dr̃ ← Dr̃ + d̃

6: end for
7: end for
8: r ← arg minDr̃

To consider the spatial change in movement, our method divides the body
region into numerous local regions and computes the local movement in each
region. The simplest method is to divide the body region into a lattice.
However, we cannot stably measure movements around the center of the
body region when the lattice cells are small. Therefore, we divide the body
radially into local regions using the position of the center of the body, as
illustrated in Figure 2.2. We compute the center position using the body
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Algorithm 2 Computing local movement
Input: Reference time r, mask images {mt|t ∈ 1, ..., T}, the length of the

video sequence T , the number of local regions I
Output: The local movement {di,t|t ∈ 1, ..., T, i ∈ 1, ..., I}
1: compute the position of the center of body region in mr

2: for i = 1 to I do
3: set the i-th region using the computed center
4: for t = 1 to T do
5: compute di,t using Equation (2.1)
6: end for
7: end for

region of the mask image mr acquired at reference time r. Note that we
assume that the center is in the same position at all times t ∈ 1, ..., T . We
measure the temporal changes in local movements from the spatially divided
local regions using Algorithm 2. We aim to represent the spatial changes in
movement in more detail by increasing the number of divisions. The local
movement di,t in a local region i ∈ 1, ..., I is computed as

di,t =
∑

x∈region(i)

∥mr(x)−mt(x)∥1 (2.1)

where mr(x) and mt(x) are pixel values indicated by x, and region(i) is the
i-th local region. We use the L1-norm because the mask images are binary.

2.1.3 Extracting the feature for identification

We describe a method of extracting the feature for identification from the
temporal and spatial changes in local movements. The identification perfor-
mance decreases when directly using the changes in local movements because
the direction of body sway varies randomly. We thus need to consider a fea-
ture that is invariant to the randomness of movements.
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Algorithm 3 Extracting the feature using local movements
Input: The local movement {di,t|t ∈ 1, ..., T, i ∈ 1, ..., I}, the length of the

video sequence T , the number of local regions I
Output: The feature f

1: for i = 1 to I do
2: compute the PSD with L from {di,t|t ∈ 1, ..., T}
3: compute a value by taking the logarithm of the PSD for each frequency
4: set f i using the values of all frequencies
5: end for
6: concatenate {f i|i ∈ 1, ..., I} to f

In the signal processing field, frequency analysis techniques are widely
used to extract informative features from time series signals. Because the
changes in local movements are also time series signals, we assume that the
frequency analysis techniques are adequate for achieving high performance.
We assume that the phase components are shifted each time when we measure
the local movements. To alleviate the randomness of swings, we do not use
the phase components.

Our method estimates the power spectral density (PSD) from the local
movements di,t using Welch’s method [68], and extract the feature f for
identification using Algorithm 3. To compute the PSD, we divide the local
movements into small segments by convoluting a Hann window. We denote
the length of each segment L. If L takes a large value, the frequency resolu-
tion increases. We believe that features can capture the details of movements
when using a large L when there is no influence of noise. However, the ap-
propriate value of L needs to be chosen experimentally because we cannot
ignore noise. We use all of the values from the DC component to the L/2-th
component computed by the PSD for identification. The dimension of f i is
L/2. The feature for identification is represented as f = [fT

1 , ..., fT
I ]T. The

12



dimension of f is IL/2. We expect f to represent the identify of a person
while alleviating the random swings in the temporal and spatial changes of
local movements.

2.2 Experiments with upright postures

2.2.1 Dataset of video sequences of body sway

We evaluated whether the features extracted from the video sequences of
body sway contained identities. We collected video sequences of body sway
from 118 participants (average age 22.1 ± 4.3 years; 83 males and 35 fe-
males). Each participant maintained an upright posture while standing with
their heels aligned as shown in Figure 2.3 (a). We asked all participants to
wear the same dark-blue nylon outerwear, similar to a uniform worn by fac-
tory workers. We set an overhead camera at a height of 2.3 m. We applied
a camera calibration technique such that the optical axis coincided with the
normal direction of the floor. Each participant stood under the camera as
shown in Figure 2.3 (b). A marker was set to indicate the position of the par-
ticipant’s heel in the standing position. We asked each participant to look at
a timer placed 3 m away. We displayed the time lapse on the timer. We used
video sequences comprising images of 1920 × 1080 pixels captured at 30 fps
by a Microsoft Kinect V2. The highest PSD frequency was 15 Hz. The time
length of a video sequence was 120 s, and the number of sampled movements
was T = 120× 30 = 3600 for each local region. We used a fixed 1000× 1000
bounding box to measure local movements. We observed each participant
three times. The participant sat and rested between each sequence. To gen-
erate the mask images of body regions, we applied a background subtraction
technique using images without participants.
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Camera

(a) (b)

2.3 m

Participant

3.0 m

1.4 m

Timer

Video sequence of
body sway

Figure 2.3: Setup for acquiring video sequences of body sway.

2.2.2 Evaluation of the parameters of our method

Figure 2.4 shows examples of our local movement features for two partici-
pants. The acquired video sequences are shown in (a) and (e), and the four
local regions are presented in (b) and (f). The features in (c) and (g) were ex-
tracted from the temporal and spatial changes of the local movements in (d)
and (h). The features differed between participants while they maintained
an upright posture even though the video sequences appeared to be almost
the same.
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We evaluated the identification performance while changing the number
of local regions I, the length of the video sequence T and the length of each
segment L, separately. Our method used a metric learning technique, the
large margin nearest neighbor (LMNN) method [65]. We randomly selected
59 participants from the dataset described in Section 2.2.1. The remaining
59 participants were used to train a metric matrix for LMNN. We repeated
the random selection five times to generate different test sample sets. In each
set, we tested 3P2 = 6 times for each participant by selecting a single video
sequence as a target and a single video sequence as a query. We used the first
matching rate for the identification performance. We used a nearest-neighbor
algorithm for identification.

Figure 2.5 shows the mean and standard deviation of the correct matching
rate when a certain parameter was fixed and other parameters were changed.
The best identification performance was 88.8 ± 3.8% using I = 25, L = 256
and T = 3600. Figure 2.5 (a) shows that the identification performance was
improved by increasing the number of local regions I. When the number of
local regions exceeded 15, the identification performance was almost constant.
Figure 2.5 (b) shows that the identification performance was stable when the
length of each segment L was set between 64 and 512. Figure 2.5 (c) shows
the identification performance when the time length of the video sequences
was less than 120 s (T = 3600). When the length of the video was reduced to
3/4 or 1/2, the performance was reduced by 3.6 and 10.7 points, respectively.
We believe that the degradation in performance is related to the periodicity of
body sway. A short time length is preferable for the development of practical
applications. We will conduct further experiments to reduce the time length
in future work.
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Figure 2.5: Identification performance when changing the parameters of our
method: (a) number of local regions, (b) length of each segment, (c) video
sequence length.
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2.2.3 Comparison with features extracted using exist-
ing methods

We compared the identification performance between the local movement fea-
tures obtained using our method with those obtained using existing methods.

• LM (Local Movements): We computed a feature using our method
with the parameters set as I = 25, L = 256, T = 3600.

• GEI (Gait Energy Image) [54]: We assumed a walking cycle T . We
computed a feature by averaging the mask images as ΣT

t=1mt/T . Fig-
ure 2.6 (a) shows an example of a GEI.

• MHI (Motion History Image) [62]: We assigned a weight τ = t/T for
each time at a position where movement was generated. We added the
temporal weights for each position. Figure 2.6 (b) shows an example
of an MHI.

• MEI (Motion Energy Image) [62]: We set the positions where move-
ments were generated as ∪T

t=2|mt −mt−1|. Figure 2.6 (c) shows an
example of an MEI.

• C (Cepstrum) [63]: We applied cepstrum analysis to the temporal
change in local movements. We used frequencies from the DC com-
ponent to the 1100-th component for a feature.

• MFCC (Mel-frequency Cepstrum Coefficients) [64]: We computed a
feature using 40 coefficients.
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(a) GEI (b) MHI (c) MEI

Figure 2.6: Examples of GEI, MHI and MEI computed from the video se-
quence of the same participant.
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Figure 2.7: Comparison of the first matching rate achieved with the local
movement feature obtained using our method and those obtained using ex-
isting methods.

The same experimental conditions were used for the query and target se-
quences as described in Section 2.2.2. Note that C and MFCC were computed
from 25 local regions in our method.
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Table 2.1: Comparison of the numbers of correctly identified queries. The
total number of queries was 1770 (59 individuals, 5 sets, 6 permutations).

GEI (Correct) GEI (Wrong)
LM (Correct) 1017 553
LM (Wrong) 107 93

Figure 2.7 compares the identification performance achieved using fea-
tures extracted using our method and existing methods; the figure shows
that LM outperformed GEI, MHI, and MEI. We believe that the perfor-
mances of the other methods were lower because they cannot represent small
movements of the body: GEI was designed for gait recognition, which in-
volves large limb movements, while MHI and MEI were designed for action
recognition with dynamic movement of the body. The performances of MHI
and MEI were almost equivalent, while the performance of GEI was lower.
Table 2.1 shows that LM correctly identified more queries than GEI. Return-
ing to Figure 2.7, we see that LM outperformed C and MFCC. We believe
that the lower performances of C and MFCC were because these methods
were designed for gaze authentication with abrupt and rapid movements of
the eyes, whereas body sway is characterized by low-frequency components
over a longer time. We also evaluated the identification performance using
the CMC (Cumulative Match Characteristic) curve, which represents the j-
th matching rate. The results shown in Figure 2.8 confirm that our method
outperforms existing methods in identifying people using body sway.
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Figure 2.8: Comparison of CMC curves achieved with local movement fea-
tures obtained using our method and those obtained using existing methods.

2.2.4 Frequency analysis of temporal changes in local
movements

We evaluated the identification performance using each frequency band ob-
tained from temporal changes in local movements. We used the frequency
band at intervals of 3 Hz. We set the same parameters for LM as described
in Section 2.2.3.

Figure 2.9 shows the identification performance using each frequency
band. We can see that the identification performance using frequency band
[0, 3) Hz was higher than that using the different frequency bands. We believe
that the low frequency components of temporal changes in local movements
contain more identity information than the high frequency components.
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Figure 2.9: Comparison of the identification performance achieved using each
frequency band at intervals of 3 Hz.

2.2.5 Improvement of the identification performance
by combining likelihoods.

To improve the identification performance, we combined two different char-
acteristics: a likelihood obtained by LM and a likelihood obtained by GEI,
MHI, MEI, C or MFCC. We applied the weighted linear sum for a combi-
nation of likelihoods. We used the weight α for the likelihood of LM and
the weight 1− α for the likelihood of another feature. We set the same fea-
ture parameters as described in Section 2.2.3 and T = 1350 (45 s) instead of
T = 3600 (120 s).

Figure 2.10 shows the identification performance using a combination
of a likelihood of LM and a likelihood of GEI while changing α. When
α was 0 or 1, a single likelihood of GEI or LM was used. The highest
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Figure 2.10: Identification performance using the combination of the likeli-
hood of LM and the likelihood of GEI while changing α.

identification performance was 89.6±4.2% using α = 0.65. The performance
using a combination of likelihoods was higher than that using each likelihood.
Interestingly, a combination of likelihoods using T = 1350 obtained almost
the same performance as a single likelihood of LM using T = 3600.

Figure 2.11 shows the identification performance using a combination
of a likelihood of LM and a likelihood of MHI, MEI, C or MFCC. We set
α = 0.65 for HEI and MEI and α = 0.9 for C and MFCC. The identifica-
tion performance using a combination with a likelihood of LM was higher
than that using any other likelihood. We confirmed that LM improved the
identification performance by combining different characteristics.
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Figure 2.11: Comparison of the identification performance using a combina-
tion of likelihoods and using each likelihood. We set T = 1350 (45 s).

2.2.6 Evaluation of the variation in identification per-
formance over the long term

We checked the variation in the identification performance over the long term.
We collected video sequences for 10 participants (average age 22.6±1.3 years;
9 males and 1 female) using the camera setup in Figure 2.3. We acquired three
target video sequences for each participant. After 128 days, we acquired three
query video sequences for each participant. We used a single video sequence
as a target and a single video sequence as a query for each participant. We
generated a metric matrix using 108 participants by removing the 10 test
participants from the dataset described in Section 2.2.1. We compared the
identification performance of our method with those of GEI, HMI, MEI and
C, which obtained better performance in Section 2.2.3.
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0.3 m

Feet position

Front view

(b) Feet-opened posture(a) Feet-closed posture

Feet position

Front view

Figure 2.12: Different postures of each participant.

The number of participants correctly classified by LM was 6.7±0.9, com-
pared with 5.4±0.7, 4.1±1.3, 4.8±1.3 and 5.1±1.2 identified by GEI, MHI,
MEI and C, respectively. Although this result confirmed that our method
performed better than the existing methods, the variation over the long term
was still too high. We need to improve the performance to construct a prac-
tical application in future work.

2.3 Experiments with different postures

2.3.1 Datasets

We evaluated the identification performance under the condition that the
postures of each participant were different between the query and target video
sequences. We collected video sequences of body sway from 31 participants
(average age 22.2±1.2 years; 22 males and 9 females) using the camera setup
in Figure 2.3 (b). Each participant maintained a feet-closed posture as in
Figure 2.12 (a) and a feet-open posture as in Figure 2.12 (b), respectively.
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(a) Feet-closed posture (b) Feet-open posture
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Figure 2.13: Distributions of the positions of the center of the body. The
vertical axis shows backward and forward movements. The horizontal axis
shows left and right movements. The color bar shows the frequency of ap-
pearance.

We observed each participant three times in each posture.
Figure 2.13 shows the distributions of the positions of the centers com-

puted from the body regions of the mask images mt (t = 1,..., 3600). To
determine the origin of the distribution, we used the position of the center
of the body region in the reference mask image mr. Each distribution in
Figure 2.13 followed a normal distribution. We regarded the distribution in
(a) as isotropic and that in (b) as anisotropic. The movements became small
in the direction of the straight line between the feet. There seemed to be
variation in body sway between the feet-closed and feet-open postures.
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Table 2.2: Comparison of the first matching rate (%) of LM, GEI and a
combination of LM and GEI when the participants’ postures differed between
the query and target video sequence.

LM GEI LM+GEI
55.0 ± 11.8 62.5 ± 8.1 64.9 ± 11.3

2.3.2 Comparison of the identification performance be-
tween feet-closed and feet-open postures

We used a video sequence of the feet-closed posture as the query and a
video sequence of the feet-open posture as the target, and vice versa. We
removed the 31 test participants from the dataset described in Section 2.2.1
to generate a metric matrix of 87 participants. We used LM and GEI to
evaluate the performance.

Table 2.2 shows the identification performance between feet-closed and
feet-open postures. The performance of LM was 7.5 points lower than that
of GEI. The difference in postures clearly influenced the identification per-
formance of LM. However, because the highest performance was achieved
using a combination of LM and GEI, we believe that LM helped to improve
the identification performance. However, the performances were not high
because of the variation between feet-closed and feet-open postures. We will
work on improving the performance to construct a practical application in
future work.
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2.4 Conclusions

We proposed a method of identifying people using video sequences of body
sway. We designed a feature extraction method for identification by mea-
suring temporal and spatial changes in local movements. To evaluate our
method, we originally collected three novel datasets containing video se-
quences of body sway. The first dataset included 118 participants in an
upright posture, the second included the variation over 128 days and the
third included variation in feet-closed and feet-open postures. We confirmed
that our method can extract informative features from video sequences of
body sway for the identification of people.

As part of our future work, we intend to increase the tolerance of our
method when there is variation over the long term and variation in postures.
Furthermore, we plan to develop a practical application by reducing the time
required to measure body sway.
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Chapter 3

Identifying people using body sway
in case of self-occlusion

3.1 Introduction

The widespread use of surveillance cameras is expected to help further de-
velop biometric authentication systems [38, 69]. To identify people accu-
rately from images captured through such cameras, behavioral characteris-
tics [54, 55, 70] have been considered in research on biometrics as they can
be used to identify people based on their movements. Features of the gait
[54, 55] represent identities as reflected in periodic movements of such parts of
the body as the limbs, and have been used as representative behavioral char-
acteristics for identifying people with high accuracy. However, gait features
do not adequately represent identities encapsulated in body movements in
certain cases, e.g., when people are stationary, because periodic movements
of the body parts no longer occur. Therefore, body sway [70] has been recom-
mended for use in identifying people when they are not moving. Body sway
is defined as continuous, slight, and unconscious movements of the body to
maintain pose even when a person is otherwise not moving. People can be
identified using these slight movements. Note that we consider an upright
pose to be a typical example of the pose of a person who had been walking
but has now stopped. Body sway can be used to identify people who main-
tain an upright pose, say, in front of a security gate or an automatic door.
People who work in factories, for one, appear very similar because they wear
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a uniform. The aim in such cases is to accurately identify people using body
sway when their appearances are similar.

To the above end, we need to extract appropriate features contained in
body sway in both the spatial and the temporal domains. The identity in the
spatial domain lies in the shape of the body and that in the temporal domain
in the movement of the entire body. In the following, we consider how to
obtain identities using body sway in the spatial and temporal domains by
using images acquired from surveillance cameras. In this scenario, we observe
the shape of the body in spatial domain as a person’s appearance, and the
movement of the entire body in the temporal domain as sequential changes
in their appearance. To appropriately represent identity as reflected by body
sway, a person’s accurate appearance needs to be acquired in images from
the camera. However, defects in this appearance are common when occlusion
occurs, and depend on the relationship between the position of the camera
and that of the person being photographed. This problem needs to be solved.

We examine why occlusion occurs when we measure body sway. There are
two main types of occlusion. The first type occurs when an individual stands
in front of another. In this case, part of the appearance of the person far
from the camera is hidden by the one close to it. This phenomenon is called
mutual occlusion, and occurs when in case of a large number of people. The
use of a top-view camera reduces the occurrence of mutual occlusion. The
second type of occlusion is one where part of a person’s own body obstructs
the sight of him/her. This phenomenon is called self-occlusion, and occurs
even when the top-view camera is used. Therefore, we need to consider how
to reduce the influence of self-occlusion for identifying people using body
sway.

The region around the head is the most robust against the influence of
self-occlusion when using a top-view camera. Some prevalent methods use
regions of the head acquired using a top-view camera to count the number
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of people in a given image [71, 72, 73] or to track people’s walking routes
[74, 75]. However, regions around the head have not been used to aim to
identify people. Another such method [70] does not use the region around
the head, although it is designed to identify people using body sway. This
method causes the accuracy of the identification to decrease dynamically in
case of self-occlusion because it uses whole-body regions to obtained features
used to identify people.

To this end, we propose a method of representing identities as reflected
in body sway by using the region around the head acquired using a top-view
camera to accurately identify people in case of self-occlusion. Our method
computes silhouette images around the head regions by applying a segmenta-
tion technique. To represent identities contained in body sway, we spatially
divide the head regions into local blocks and temporally measure movements
in these blocks. In this way, we can appropriately represent identities re-
flected in body sway in the spatial and temporal domains. We formed a
dataset of images of body sways of 50 participants with self-occlusion. The
results of experiments to verify the proposed method show that it can im-
prove the accuracy of identification of prevalent methods, which use images
of whole-body regions, from 17.3% to 57.9% by using only images of regions
around the head. The remainder of this paper is organized as follows: Sec-
tion 2 explains the influence of self-occlusion, and Section 3 describes our
method of extracting features for identification contained in the body sway
using images of regions of the head, Section 4 details identification perfor-
mance when using body sway, and Section 5 presents the conclusions of this
study.
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(a) 

Side viewFront view

Center position

(b) 

Side viewFront view

Right position

(c) 

Side viewFront view

Back position

Figure 3.1: The standing positions of a person used to investigate the influ-
ence of self-occlusion.

3.2 The influence of self-occlusion

The appearances of an individual acquired from a top-view camera depend
on his/her standing position when self-occlusion occurs. In a preliminary ex-
periment, we compared the appearances of an individual in different standing
positions. The position of the top-view camera was fixed, as shown in Fig-
ure 3.1. We defined the point where the optical axis of the camera was
orthogonal to the floor as the center. Figure 3.1 (a) shows the condition
when the person standing at the center was observed, and Figures 3.1 (b)
and (c) show conditions of observation of people standing to the right and
behind the center, respectively.

Figure 3.2 shows examples of the appearance of the entire bodies of two
people acquired in three standing positions, where the upper row shows in-
dividual 1 and the lower row shows individual 2. In comparison with Fig-
ures 3.2 (a), (b), and (c), we see that the appearances of the entire body
acquired from each standing position were different. We also describe the
head regions used in this paper. Figure 3.3 shows examples of head re-
gions acquired under the same observation conditions as in Figure 3.2. The

32



(a)

Center position

(b)

Right position

(c)

Back position

Figure 3.2: Examples of the appearance of entire body acquired from two
people standing in three different positions.

green pixels in the images represent the head regions. A comparison of Fig-
ures 3.3 (a), (b), and (c) shows that the head regions acquired from each
standing position were similar. We also examined regions of the shoulders,
which changed in each standing position due to self-occlusion as shown in
Figure 3.3. Regions of the left and right shoulders were symmetrically at
the center as shown in Figure 3.3 (a). However, in Figure 3.3 (b), the parts
of regions of the right shoulder acquired at the center are hidden by the
head regions, and parts of regions of the left shoulder hidden by the head
regions at the center are acquired. The same tendency can be observed in
Figure 3.3 (c). Therefore, the head regions are more robust against the influ-
ence of self-occlusion than any other region of the body. We thus use them
for identifying people based on body in case of self-occlusion.
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(a)

Center position

(b)

Right position

(c)

Back position

Figure 3.3: Examples of head regions acquired from two people in three
different standing positions. The green pixels represent the head regions.

3.3 Our method

3.3.1 Overview

We propose a method to extracting spatio-temporal features from images
using region of the head to identify people based on body sway. Figure 3.4
provides an overview of our method. We acquire a set of images of a person
by using a top-view camera while he/she maintains an upright pose. To
reduce the influence of self-occlusion, we compute silhouette images of the
head regions from this set by applying a segmentation technique. To extract
features for identification, we spatially divide the head regions into local
blocks and temporally measure movements in each local block. The details
of our method are described below.
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Figure 3.4: Overview of our method.
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(a) (b)

Figure 3.5: Examples of annotation labels of head regions and images of
people used to train a network model for head segmentation.

3.3.2 Estimating head regions from a set of images of
a person

The head regions can be estimated accurately by statistically learning using
a large number of training images featuring variations in the appearance of
people. Various segmentation techniques are available based on statistical
approaches [76, 77, 78, 79, 80, 81]. Segmentation methods that use deep
learning techniques [82, 83, 84] have been popular in recent years as they are
highly accurate. We prepared a large number of pairs of images of people
with the head regions annotated to train a network model for segmentation.
Figure 3.5 (a) shows examples of the annotation labels of the head regions,
and Figure 3.5 (b) shows examples of the images of people that were used.
The trained network model output candidate head regions.

The candidate head regions estimated by deep learning techniques con-
tained noise. Some pixels of the head regions were incorrectly identified as
pixels belonging to other regions of the body, and some belonging to other
regions were incorrectly identified as belonging to the head region. Fig-
ure 3.6 (a) shows examples of candidate head regions containing noise. To
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(a) (b)

Figure 3.6: Examples of candidate head regions containing noise, and silhou-
ette images of these regions having reduced reducing noise.

reduce it, we selected the largest regions from the candidate head regions in
a single image and corrected all pixels in them. We reduced noise around a
boundary between the head region and background regions by using a me-
dian filter. Figure 3.6 (b) shows examples of silhouette images of the head
regions after noise had been reduced.

3.3.3 Extracting a spatio-temporal feature from sil-
houette images of head regions

The proposed method to extract spatio-temporal features from silhouette
images of the head regions extends our previous method [70]. The head
slightly moves as a person maintains an upright pose, where this movement
occurs around a center acquired at a reference time. To obtain this reference
time, we select the silhouette image of a person most similar to each silhouette
image of the same person, and set a time acquired it as the reference time.
To represent identity in the spatial domain, we radially divide each silhouette
image into local blocks using the central position of the head at the reference
time. To represent identity in the temporal domain, we compute movements
over time from the local blocks. To extract features for identification, we
estimate the power spectral density (PSD) [68] of each movement.
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3.4 Experiments

3.4.1 Dataset

To evaluate the validity of our method, we collected sets of images of the
body sways of 50 participants (average age, 22.7 ± 3 years; 42 males and
eight females) using a top-view camera as they stood in different positions.
Each participant maintained an upright pose (Romberg posture) with the
limbs aligned. We asked all participants to wear the same dark-blue nylon
outerwear similar to the uniform worn by factory workers. Figure 3.7 (a)
shows the examples of poses and clothes. We set-up a top-view camera at
a height of 2.5 m from the ground, and calibrated it such that the optical
axis coincided with the direction normal to the floor. We used a set of
images captured at 30 fps by Microsoft Kinect V2, where each image size
was 1920× 1080 pixels.

Figure 3.7 (b) shows five standing positions set on the floor. We set as
center the point where the optical axis of the top-view camera was orthogonal
to the floor. We set the remaining four standing positions as points that
were shifted to the front, back, left, and right from the center by 0.15 m,
respectively. Circle markers were set on the floor to indicate each standing
position. We asked all participants to stand so that the center of his/her feet
corresponded to the circle marker as shown in Figure 3.7 (c). Figure 3.7 (d)
shows the setup for acquiring a set of images of the body sway when a
participant stood in the front. We asked each participant to look at a target
point 3 m away to fix the direction of the head. We set the target point in
front of the participant in each standing position. The time needed to acquire
a set of images was 60 seconds for each standing position. We observed each
participant two times in five standing positions. They were allowed to sit
and rest between observations. The order of standing positions was random.
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Figure 3.7: The conditions under which each participant was observed. (a)
shows their poses and clothes, and (b) shows their standing positions set on
the floor. (c) shows the circle marker to align the position of the feet of the
participants, and (d) shows the setup used to acquire a set of images of the
body sway.

We cropped the 1920× 1080-pixels images of all participants to 1080× 1080
pixels, and resized them to 256× 256 pixels.

3.4.2 Assessing accuracy of estimating head regions

We evaluated the accuracy of estimating head regions from images of peo-
ple using a top-view camera. We applied U-net [83], which was used in
research [74], to estimate the head regions. We set eight down-sampling
layers and eight up-sampling layers in the U-net architecture. To train the
U-net, we randomly selected 25 participants from the dataset described in
Section 3.4.1. Data for the remaining 25 participants were used to test the
performance of the proposed method. We repeated the random selection five
times, and used 45,000 pairs of images and annotation labels of head regions
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Figure 3.8: Examples of head regions estimated from images of three partic-
ipants in five standing positions using U-net.

to train the U-net. The sizes of both the images and the annotation labels
were set to 256 × 256 pixels, and the number of epochs of training was set
to 200. To evaluate the accuracy of the proposed method to estimate head
regions, we used the F-measure, which is the harmonic mean of precision and
recall. A value of 1 indicates the best result that that of 0 the worst.

The proposed method recorded an accuracy of 0.96 ± 0.03 in terms of
estimating the head regions. Figure 3.8 shows examples of head regions
estimated for images of three participants in five standing positions using U-
net. It is clear that the head regions in Figures 3.8 (a) and (b) were estimated
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with high accuracy in all positions. The appearances of the head regions in
Figure 3.8 (c) were different in each position. Although a part of the head
regions was incorrectly estimated, the mean value of the F-measure was close
to 1. Thus, the results were accurate.

3.4.3 Evaluation of identification performance

We assessed whether our method can be used to identify people from images
of the head regions in case of self-occlusion. We compared the head regions
obtained using it with other regions of the body to this end. The experimental
conditions were as follows.

Head: We used head regions estimated by our method. Fig-
ure 3.9 (a) shows examples of them.

Whole body: We used whole-body regions as used in a preva-
lent method [70]. Figure 3.9 (b) shows examples of them.

Shoulder: We used shoulder regions excluding the head regions
from entire-body regions. Figure 3.9 (c) shows examples of
them.

We estimated the whole-body regions and shoulder regions by applying
the method described in Section 3.3.2. We extracted features to identify
people from silhouette images of each body part by applying the method
described in Section 3.3.3. We set the number of blocks to spatially divide
regions of each body part to 25. We selected a set of silhouette images
at the center as query, and a set at a position other than the center as
target. We also evaluated the performance of the proposed method when
switching the query with the target. We used the nearest-neighbor algorithm
to identify people from the images and the first matching rate to assess
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Figure 3.9: Examples of the silhouette images of each body part.

performance. The proposed applied a metric learning technique, the large-
margin nearest-neighbor (LMNN) method [65]. We randomly selected 25
participants not from the target and the query, and used them for LMNN.
Data for the remaining 25 participants were used for identification. We
repeated the random selection five times.

Table 3.1 shows the identification performance of the proposed method
when it used regions of each body part. Using the head regions as in our
method yielded better performance than whole-body regions and shoulder
regions. The worst performance was obtained when using shoulder regions
(that excluded the head regions). Therefore, the head regions were more
robust to self-occlusion than whole-body regions and shoulder regions when
using a top-view camera to identify people.
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Table 3.1: Comparison of identification performance using regions of each
body part.

Region First matching rate (%)
Head 57.9 ± 11.1

Whole body 17.3 ± 6.8
Shoulder 9.8 ± 5.3

3.4.4 Performance comparison when using spatial fea-
tures and temporal features

To determine whether the spatio-temporal features extracted by our method
were valid, we compared its performance when using spatio-temporal features
with the results obtained when using only spatial features and only temporal
features. We extracted each set of features from the same head regions. The
experimental conditions were as follows.

Spatio-temporal features: We extracted the spatio-temporal
features from the set of silhouette images of the head regions
using our method.

Spatial features: To extract features in the spatial domain from
the head regions, we selected a single silhouette image from
the set of silhouette images, and used it at the reference time
as described in Section 3.3.3.

Temporal features: To extract features in the temporal do-
main from the head regions, we computed the central posi-
tion of the head regions in a silhouette image and measured
the central positions of the entire set of silhouette images.
We used the temporal changes in the central positions as
features for identification.
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Table 3.2: Comparison of the identification performance of the proposed
method when using spatio-temporal features, only temporal features, and
only spatial features.

Feature First matching rate (%)
Spatio-temporal 57.9 ± 11.1

Spatial 33.8 ± 10.7
Temporal 40.2 ± 9.9

The experimental conditions except for the features used were the same as
described in Section 3.4.3.

Table 3.2 shows the performance of the proposed method when using
spatio-temporal features, only temporal features, and only spatial features.
It is clear that it performance in terms of identification was superior when
using only temporal features than when using only spatial features. It is also
evident that the spatio-temporal features extracted by the proposed method
yielded the best performance. Thus, extracting features from both the spatial
and the temporal domains is the best means of accurately reflecting features
of body sway in the head regions.

3.4.5 Comparison of proposed method with prevalent
methods

We compared the performance of the proposed method with that of prevalent
methods in terms of identification. The GEI [54] and STHOG [85] methods
are widely used to authenticate gait, and were chosen along with the dynamic
image method [86], which is used in action recognition, for comparison with
the proposed method. To extract the GEI, we computed the average image
from the silhouette images for 60 seconds. To extract the STHOG, we set
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Figure 3.10: Comparison of the identification performance of our method,
which uses spatio-temporal features, with prevalent methods.

the number of spatio-temporal blocks to 6× 6× 6 = 216, and computed the
gradients. To extract the dynamic image, we applied rank SVM to the silhou-
ette images of the head regions. The experimental conditions, except for the
spatio-temporal features used, were the same as described in Section 3.4.3.

Figure 3.10 compares the identification performance of all methods. It
is clear that our method outperformed all other methods. The results of
the Wilcoxon signed-rank test and the Bonferroni correction verify this. A
significant difference was observed between our method and GEI. The same
tendencies were observed for the STHOG, and dynamic images.
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3.5 Conclusions

In this paper, we proposed a method to identify people using their body sway
in the spatial and temporal domains by using head regions acquired from a
top-view camera in case of self-occlusion. To estimate head regions from the
set of images of a person, we applied a method of segmentation using deep
learning technique and reduced noise in the candidate head regions chosen.
To represent identity-related information reflected in the body sway, we spa-
tially divided the head regions into local blocks and temporally measured
movements in these blocks. To evaluate our method, we formed a dataset
containing images of people, with a focus on their body sways in the pres-
ence of self-occlusion. The results of experiments showed that the proposed
method, using head regions, outperforms a prevalent method, which uses the
whole-body region.

In future work, we intend to represent identities reflected in the body
sways of people in spite of occlusion due to headwear, such as a hat or helmet.
Furthermore, we plan to reduce the time needed to observe the body sway.

46



Chapter 4

Gender classification using video
sequences of body sway recorded
by overhead camera

4.1 Introduction

There is high demand for technology that can classify the gender of a per-
son based on a video sequence [87, 88, 89]. Such gender classification has
various applications, such as security surveillance and marketing planning.
To accurately classify the gender of a person, the characteristics that dis-
tinguish between females and males must be obtained. The movements of
a person in a video sequence have recently been considered for representing
such characteristics.

In general, the movements of a person can be divided into walking move-
ments (gait) and standing movements (body sway). Below, we review meth-
ods that classify the gender of a person based on walking or standing move-
ments in a video sequence. We first consider gender classification based on
gait. To distinguish between females and males based on gait, some meth-
ods [56, 57, 58] extract the gait energy image (GEI) as a feature for training
a gender classifier. It has been reported that GEIs can be used to classify
the gender of a walking person with high accuracy. However, methods based
on GEIs are designed for classifying the gender of a walking person. To the
best of our knowledge, there are no existing methods for gender classification
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based on body sway. Here, we propose a method for extracting a feature from
body sway and investigate whether it can be used for gender classification.

We discuss whether body sway can be used to distinguish between females
and males. Analytical research in the medical field has shown that there
are differences between standing females and males in terms of body sway.
Analytical studies [90, 91, 92] have used time-series signals of the center
positions of the pressure of the feet acquired from a force plate placed on
the floor. They demonstrated that there are significant differences between
females and males in terms of the frequency characteristics and trajectories
of the time-series signals. These studies focused on obtaining medical data
on body sway and did not consider practical applications. To apply such
medical data for gender classification, a contact-type sensor must be placed
on the floor.

Here, we observe body sway using a camera, which is non-contact-type
sensor. Previous studies [93, 94, 95, 96, 70] have measured body sway using
a camera instead of a force plate for applications such as fall prevention
assessment, avatar video generation, and person re-identification. However,
the features of body sway were not used to distinguish between females and
males.

Here, we investigate whether body sway can be used to classify the gender
of a standing person by extracting a feature from a video sequence. We used
an overhead camera attached to the ceiling in our experimental setting. We
assumed that the head of a standing person makes larger movements than
those of the legs and waist. An overhead camera can observe upper body
sway, including that of the head. In our method, we estimate the upper-body
region in a video sequence to obtain a silhouette sequence. We measure the
time-series signals of body sway from the silhouette sequence and extract a
feature for gender classification. We created a dataset of video sequences of
the body sway of 60 participants to evaluate gender classification accuracy.
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We found that our method obtained 90.3± 1.3% accuracy for gender classi-
fication on our dataset. We also compared the accuracy of our method with
that of features derived from medical data and found that our method has
superior accuracy. To the best of our knowledge, the use of body sway in
video sequences for gender classification has not been previously reported.
Our main contribution is the development of a method for gender classifi-
cation based on body sway. The remainder of this paper is organized as
follows. Section 4.2 reviews related work. Section 4.3 describes our method
and Section 4.4 shows the experimental results of gender classification. Fi-
nally, Section 4.5 presents the conclusions.

4.2 Related Work

4.2.1 Video Sequences of Walking People for Gender
Classification

To classify the gender of a walking person in a video sequence, some meth-
ods [56, 57, 58] use GEI features extracted from gait. A GEI feature [54]
is represented by an average image calculated from a silhouette sequence
containing the movements of arms and legs during one gait cycle. Shan et
al. [56] applied GEI features directly to gender classification. Mart́ın-Félez
et al. [57] temporally divided one gait cycle into four intervals and extracted
a GEI feature from each interval for gender classification. Yu et al. [58]
assumed that the movements of arms and legs affect gender classification ac-
curacy. Their method extracts a GEI feature that represents the movement
of each body part and assigns an adaptive weight to each feature. Various
methods [56, 57, 58] assume that arms and legs provide the most informa-
tion. However, the body sway of a standing person rarely includes large
movements of the arms and legs. In this paper, we extract a feature from
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body sway for gender classification.

4.2.2 Use of Single Images for Gender Classification

Some methods extract features from a single image for gender classification.
Studies [97, 98, 99, 100] have proposed the use of low-level features derived
from the colors and gradients in a single image. Other studies [12, 13, 101,
102] applied a convolutional neural network (CNN) to extract features from
a single image in an end-to-end framework. These methods achieve high ac-
curacy in gender classification when trained using a large number of images.
Here, we increase gender classification accuracy by incorporating single im-
ages with temporal movements. Convolutional three-dimensional (C3D) [103]
features are well-known spatio-temporal features. Xu et al. [104] and Liu et
al. [105] reported that C3D features are useful for action recognition for
classifying large movements, such as soccer shots, table tennis shots, and
swimming strokes. However, C3D features are not designed for gender clas-
sification. We thus extract a spatio-temporal feature from body sway that
are suitable for gender classification.

4.2.3 Analytical Research on Differences between Fe-
male and Male in Terms of Body Sway

Analytical studies [90, 91, 92] have been conducted to determine the dif-
ferences between females and males in terms of body sway. These studies
obtained time-series signals of body sway using a force plate placed on the
floor and reported that there are significant differences in these signals be-
tween females and males in terms of frequency characteristics and trajec-
tories [90], the elliptic approximated from trajectories [91], and the specific
band of frequency characteristics [92]. However, they did not apply these
parameters to gender classification. In preliminary experiments, we found
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that we could not achieve high gender classification accuracy using medical
data. We thus extract a feature from body sway to accurately classify the
gender of a standing person.

4.2.4 Applications of Body Sway in Video Sequences

Using a camera instead of a force plate to measure the body sway of a
standing person has various applications [93, 94, 95, 96, 70]. Wang et al. [93]
used body sway to evaluate the risk of falling. They observed a person
from various directions using multiple cameras and obtained the time-series
signals of three-dimensional centers. Nishiyama et al. [94] used body sway to
generate a video sequence of an avatar of a person. They observed a person
using a camera placed in front of the person and estimated the center position
from time-series signals. Yeung et al. [95] and Lv et al. [96] applied body
sway to evaluate a person’s balance in the clinical field. They analyzed the
time-series signals of body joints obtained from Microsoft Kinect. Kamitani
et al. [70] applied body sway to identify people. They obtained the time-
series signals of body sway recorded by an overhead camera and extracted
the feature representing the identity of an individual. The above examples
demonstrate that body sway can be used for various applications. However,
body sway has not been applied to gender classification. In this paper, we
investigate whether body sway can be used to classify the gender of a standing
person.

4.3 Proposed Gender Classification Method

4.3.1 Overview

The proposed method can classify the gender of a standing person using a
video sequence of body sway. We acquire a video sequence of a standing
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Figure 4.1: Examples of the variation of the apparent size of the upper body
in our experimental setting, where the camera height was randomly changed.
Female recorded by (a) low and (b) high camera. Male recorded by (c) low
and (d) high camera.

person using an overhead camera attached to the ceiling. The overhead
camera is used to observe the upper body of a standing person, where the
amount of movement is larger than that of the lower body. For the upper
body, the head has the largest movement. We extract an informative feature
from the upper body for gender classification by acquiring a video sequence
of body sway.

Here, we discuss the camera setting used to view the upper body of a
standing person. Ceiling height, which varies in real-world scenarios, affects
the apparent size of a person and thus the amount of the movement observed
from body sway. Fig. 4.1 shows examples of the apparent size of the upper
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2. Removal of variation of apparent
upper body size

3. Measurement of time-series signals 
of body sway and extraction 
of features for gender classification

1. Estimation of silhouette sequence
from video sequence

Upper body size
without variation

Silhouette sequence

Input: video sequence recorded by an overhead camera

Output: gender class predicted using a classifier

LM feature

Figure 4.2: Overview of proposed three-step method for gender classification.
The input is a video sequence containing body sway recorded by an overhead
camera and the output is a gender class predicted using a classifier and an
extracted feature.

body. Although Figs. 4.1 (a) and (b) show the upper body of the same
female, the apparent sizes are completely different because the ceiling heights
are different. The same tendency for males is shown in Figs. 4.1 (c) and (d).
We thus develop a method for body sway measurement that does not depend
on ceiling (camera) height.

The proposed method consists of the following three steps. We assume
that a person is standing below the overhead camera and maintains the same
posture. Fig. 4.2 shows an overview of the proposed method. In the first
step, we acquire a video sequence of the standing person using the overhead
camera and use it to estimate a silhouette sequence that represents the upper
body. In the second step, we remove the variation of the apparent size of
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(a) (b) (c) (d)

Figure 4.3: Examples of silhouette sequence frames estimated from video se-
quences. The overhead camera was set at different heights. Female recorded
by (a) low and (b) high camera. Male recorded by (c) low and (d) high
camera. Black and white pixels respectively represent the upper body and
background.

the upper body in the silhouette sequence due to the height of the overhead
camera. In the third step, we measure the time-series signals of body sway
from the silhouette sequence and extract a feature for gender classification.
We determine the gender class using the extracted feature and a pre-trained
classifier. We describe the removal of the variation in the apparent size of
the body region in Section 4.3.2 and the extraction of a feature from body
sway for gender classification in Section 4.3.3.

4.3.2 Removal of Variation in Apparent Size of Person
in Silhouette Sequence

To accurately classify gender, the intra-class variation of appearance should
be small. However, the apparent size of the upper body can increase this
variation when the height of the overhead camera varies, as described in Sec-
tion 4.3.1. A silhouette sequence is also affected by the variation of apparent
size. Fig. 4.3 shows examples of the apparent size of silhouette sequences
of the upper body. The frames of the silhouette sequences in Figs. 4.3 (a)
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2.1. Cropping of rectangular area 
that includes body region from 
each silhouette frame

2.2. Application of scaling to the
rectangular area 

Input: silhouette sequence containing size variation 

Output: silhouette sequence without size variation 

Scaled body region
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Rectangular area

Figure 4.4: Removal of the variation of the apparent size of the upper body
in a silhouette sequence.

and (b) are estimated from the same female but different camera heights.
Although the silhouette sequences both belong to the female class, their ap-
parent sizes of the upper body are different. The same tendency can be seen
for the male class in Figs. 4.3 (c) and (d). If we do not consider the variation
of the apparent size, gender classification accuracy will be low because the
intra-class variation of appearance will be large.

We thus remove the variation of the apparent size in our method, as shown
in Fig. 4.4. In this step, we crop a rectangular area from each input silhouette
frame to remove the background region. The rectangular area includes the
upper body and has a margin to prevent cutting off the upper body. We set
this margin based on the maximum amount of movement. We determine the
margin for each silhouette sequence. Finally, we apply a scaling technique so
that the height and width of the rectangular area are equal to the reference
values H and W , respectively.
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3.2. Acquisition of time-series signals 
based on the amount of 
movement in each local block

3.3. Application of frequency analysis 
to time-series signals

3.1. Radial division of upper body in 
each silhouette frame into 
local blocks

LM feature

Time-series signals of
body sway

Input: silhouette sequence

Local blocks

Output: feature as input for a classifier

Figure 4.5: Feature extraction step. An LM feature is extracted from a
silhouette sequence of body sway.

4.3.3 Extraction of a Feature from Body Sway for Gen-
der Classification

We now describe the extraction of a spatio-temporal feature from body sway
for gender classification. Our method is inspired by the framework of an
existing method [70] for person re-identification. Fig. 4.5 shows the feature
extraction step. The upper body in each silhouette frame is radially di-
vided into I local blocks to extract a spatial feature. Subtractions between
a reference silhouette frame and silhouette frames are calculated to extract
a temporal feature. We now describe the determination of the reference sil-
houette frame. The distances between all silhouette frames are calculated.
The reference silhouette frame with the smallest distance is selected. In each
local block, the amount of movement is calculated by summing the absolute
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values of all subtractions to obtain the time-series signals. Then, a window
function of length L is convoluted into the time-series signals of the amount
of movement in each local block. The power spectral density (PSD) [68] is
estimated from the time-series signals. PSD consists of the component of the
power value corresponding to each frequency. The number of components
of PSD in each local block is L/2. Finally, the PSDs of all local blocks are
combined into a feature vector for gender classification. The dimension of the
feature is IL/2. The vector of PSDs is denoted as a local movement (LM)
feature.

4.4 Experiment

4.4.1 Dataset

We evaluated whether the gender of a standing person can be classified based
on a video sequence of body sway recorded by an overhead camera. We ac-
quired video sequences of the body sway of 60 participants (30 females and
30 males). Table 4.1 shows the details of the participants. The same instruc-
tions were given to all participants. We asked the participants to maintain
an upright posture (Romberg’s pose), shown in Fig. 4.6 (a), during the ac-
quisition of their video sequence. We assumed a scenario where people wear
the same work clothes in a factory. To reduce the changes in face orienta-
tion during the acquisition of a video sequence, we asked all participants to
keep looking at a timer placed 3.0 m away. We set the height of the timer
at 1.4 m. Fig. 4.6 (b) shows the experimental setting for the acquisition
of video sequences of body sway. We randomly set the height of the over-
head camera to between 2.0 and 4.0 m from the floor. The resolution and
sampling rate of the overhead camera were 1920 × 1080 pixels and 30.0 Hz,
respectively. We calibrated the overhead camera such that the optical axis
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Table 4.1: Details of the participants in our dataset of video sequences con-
taining body sway.

Female Male
Number of participants 30 30
Average age (years) 22.4 ± 6.3 21.6± 1.3
Average height (cm) 158.7± 4.7 170.2± 6.4

(a)
Female Male

Overhead 
camera

2
.0

 m
 −

4
.0

 m

Video sequence 
of body sway

Participant

Timer

(b)

3.0 m 1
.4

 m
Figure 4.6: Experimental setting for observing participants using an overhead
camera. (a) Examples of a female and a male standing with an upright
posture. (b) Camera setting for acquiring a video sequence of body sway.

coincided with the direction normal to the floor. The internal parameters
of the overhead camera were fixed. We set the time length of each video
sequence to 60 s. Fig. 4.7 shows examples of color images of females and
males in video sequences acquired in our experimental setting. The apparent
size of the upper body in the color images varies because of differences in
camera height. The inter-class variation between females and males is small
even though the intra-class variation of the apparent sizes is large.
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Females

Males

Figure 4.7: Examples of color images of females and males in video sequences
acquired by an overhead camera. These images show variation in the appar-
ent size of the upper body due to camera height. The inter-class variation
between females and males is small even though the intra-class variation of
the apparent size is large.

59



4.4.2 Evaluation of Gender Classification Accuracy

We compared the accuracy of our method with those of three other methods
in our experiment. The details of the methods are as follows.
Proposed method (LM): We used the LM features described in Section 4.3
to represent the body sway of a standing person. To extract an LM feature,
we set the number of local blocks to I = 8 and the length of a window
function to L = 64 (2.1 s). We estimated a silhouette sequence from a
video sequence using a conventional background subtraction technique. We
set H = 100 pixels and W = 100 pixels. We applied a linear support
vector machine (SVM) as the classifier and set its regularization parameter
to C = 1.0.
Alternative method 1 (GEI): We used the GEI [54] features reported in
previous studies on the gender classification of a walking person. To extract
a GEI feature, we calculated a temporal average image of all frames in a 60-s
silhouette sequence. We used the same silhouette sequences as those in our
method. We applied a linear SVM as the classifier and set its regularization
parameter to C = 1.0.
Alternative method 2 (CNN): We used a CNN [101] with single images
as a representative of conventional classification techniques. The structure
of the CNN consisted of four two-dimensional convolutional layers and four
two-dimensional pooling layers. We used 45000 images of females and 45000
images of males as training samples for the CNN. The size of the sample
images was set to 100×100 pixels. Each pixel had RGB color values. Binary
cross-entropy with the stochastic gradient descent was used.
Alternative method 3 (C3D): We used C3D [103] with short video se-
quences as a representative of spatio-temporal feature extraction. The struc-
ture of C3D consisted of four three-dimensional convolutional layers and four
three-dimensional pooling layers. We used 2800 short video sequences of fe-
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Figure 4.8: Comparison of gender classification accuracy obtained using pro-
posed LM, GEI, CNN, and C3D features.

males and 2800 short video sequences of males as training samples. Each
sample of a video sequence consisted of 16 frames. The size of each frame
was set to 100 × 100 pixels. Each pixel of a frame had RGB color values.
Binary cross-entropy with the stochastic gradient descent was used.

We randomly shuffled 60 participants and selected 50 participants as
training samples and 10 participants as test samples. We completely sep-
arated the participants between the training samples and the test samples.
We conducted the random shuffling 30 times and calculated the average and
standard deviation of the gender classification accuracy for each method.

Fig. 4.8 shows the gender classification accuracy for each method. The
accuracy of our method is much higher than that of GEI features. GEI fea-
tures were designed to represent the large movements of the arms and legs
during walking and thus cannot accurately represent the slight movements
of a standing person. Conversely, the proposed LM features were designed
to represent body sway. They thus have higher gender classification accu-
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racy compared with that of GEI features. Furthermore, the accuracy of our
method was superior to that of the CNN. The CNN extracted only spatial
features from single images. It was not designed to extract temporal features
from movement. We used C3D features to extract spatio-temporal charac-
teristics. The proposed LM features outperform these features. C3D features
were not designed to represent body sway (their target is large movements
during large movements) and thus have relatively low gender classification
accuracy. The proposed LM features include better spatio-temporal charac-
teristics for representing body sway.

4.4.3 Visualization of SVM Weights Calculated from
LM Features

We visualized the SVM weights calculated when training a gender classifier
to determine the most informative component of the proposed LM features
for gender classification. We used I = 8 local blocks to extract an LM
feature (see Section 4.4.2). The local blocks are labeled P1 to P8 as shown
in Fig. 4.9 (a). Local blocks P2, P4, P6, and P8 correspond to the left hand,
back, right hand, and face, respectively. Fig. 4.9 (b) shows the SVM weights
of the LM features corresponding to the local blocks. The horizontal axis
represents the frequency in each local block. The extreme left and right on the
horizontal axis of each local block represent DC and 15 Hz, respectively. The
vertical axis represents the weight of each component. A component with a
negative (positive) weight contributes to the classification of females (males).
The number of components of an LM feature was I ×L/2 = 8× 64/2 = 256.

First, we identified the most informative local block for gender classifica-
tion. We calculated the sum of the absolute SVM weights in each local block.
The sum for local blocks P1 to P8 was 2.65, 1.72, 2.51, 3.44, 2.36, 2.36, 2.29,
2.11, and 1.81, respectively. A local block was more informative for gender
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(b) Visualization of SVM weights of LM features corresponding to each local block
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Figure 4.9: Visualization of SVM weights for determining the most infor-
mative component of proposed LM features for gender classification. (a)
Definition of local blocks P1 to P8. (b) SVM weights of LM features corre-
sponding to the local blocks.

classification when its sum was higher. Local block P4 (corresponding to
a person’s back) had the highest sum and was thus important for gender
classification.

Next, we identified the most informative frequency band in local block
P4 for gender classification. The high-frequency band is more informative
than the low-frequency band for classifying the female class using the SVM
weights corresponding to P4 in Fig. 4.9 (b). To determine the differences in
LM features between females and males, some examples of the features corre-
sponding to P4 are shown in Fig. 4.10 (a). Examples of those corresponding
to P2 are shown in Fig. 4.10 (b). Local block P2 was not discriminative
because it had the lowest sum of absolute SVM weights. We compared the
features of P2 with those of P4. In P4, there are large differences in the
high-frequency band (3.0 to 15.0 Hz), in which LM features of females are
higher than those of males. Conversely, there are no remarkable differences
between females and males in P2. We now discuss the reasons for the differ-
ences in P4. Local block P4 contained the back of the head, where females
often have longer hair. We believe that the differences in the high-frequency
band appear because the long hair moved during body sway.
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(a) Component of LM feature corresponding to local block P4
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Figure 4.10: Examples of LM features corresponding to local block P2 or P4
for three females and three males.

4.4.4 Gender Classification Accuracy Obtained using
Medical Data

We evaluated the gender classification accuracy of parameters derived from
medical data. As described in Section 4.2.3, analytical studies [90, 91, 92]
have reported that the differences between females and males can be observed
in the frequency characteristics and trajectories of time-series signals. Note
that these studies used a force plate to acquire the parameters. In our ex-
periment, we used an overhead camera instead of a force plate to acquire the
time-series signals of the center positions of the upper body using silhouette
sequences.
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We used ten parameters, namely F1 to F6 for frequency characteristics
and T1 to T4 for trajectories, reported in previous studies [90, 91, 92]. The
parameters were set as follows:
F1 [90]: DC component of the power spectrum of center positions.
F2 [90]: Top accumulated frequency component of the power spectrum of
center positions.
F3 [91]: DC component of the power spectrum of velocities.
F4 [92]: Sum of the vertical power spectrum at frequencies lower than 0.2
Hz.
F5 [92]: Sum of the horizontal power spectrum at frequencies lower than 0.2
Hz.
F6 [92]: Sum of the vertical power spectrum at frequencies higher than 2.0
Hz.
T1 [91]: Area of an ellipse approximated to the trajectory of center positions.
T2 [91]: Length of the major axis of the ellipse.
T3 [91]: Length of the minor axis of the ellipse.
T4 [91]: Length of the trajectory of center positions.

We tested each parameter as a one-dimensional feature vector for evalu-
ating gender classification accuracy. We also combined the parameters into a
ten-dimensional feature vector (All) to improve accuracy. The experimental
conditions, except for the features, were the same as those for our method in
Section 4.4.2.

Fig. 4.11 shows a comparison between the accuracy of each parameter de-
rived from medical data and that of the proposed LM feature. The proposed
LM feature had higher accuracy. The accuracy of the combined parameters
was higher than that of individual parameters. The results show that the
proposed LM feature has higher gender classification accuracy than that of
parameters derived from medical data.
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Figure 4.11: Accuracy of parameters F1-F6 and T1-T4 derived from medical
data and proposed LM feature. ‘All’ represents a feature that combines all
parameters.

4.5 Conclusions

We investigated whether the gender of a standing person can be classified by
extracting a feature that represent body sway in a video sequence recorded by
an overhead camera. Our method normalizes the apparent size of silhouette
sequences of the upper body to remove variation. We divided the upper body
into local blocks to represent spatial features and measured the time-series
signals of body sway from each local block to represent temporal features.
We acquired video sequences containing body sway for 60 participants to
evaluate gender classification accuracy. The gender classification accuracy
was 90.3 ± 1.3% for our spatio-temporal feature. We confirmed that body
sway in a video sequence improves gender classification accuracy compared
with that for parameters derived from medical data.

In future work, we intend to develop a method for extracting features that
represent essential gender differences and are robust against posture changes.
We will also investigate whether body sway can be used to classify attributes
other than gender, such as age and clothing.
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Chapter 5

Conclusions

5.1 Summary

In this thesis, the author developed techniques for identifying people and
classifying their gender. To extract features for identification and classifica-
tion from body sway, the author divided the body into multiple regions and
observed local body sway movements in each region. the author then applied
frequency analysis to local body sway movements. To evaluate the proposed
methods, the author collected original datasets of video sequences of body
sway using an overhead camera.

Chapter 2 presented a technique that identifies standing people by ex-
tracting features from local body sway movements. Chapter 3 presented
a technique that improves the performance of identification in the case of
self-occlusion by measuring body sway from the head regions of a person.
Chapter 4 presented a technique that determines the gender of a person us-
ing body sway observed from an overhead camera by removing the variation
in the apparent size of the body regions in a silhouette sequence.
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5.2 Contributions

Temporal and spatial analysis of local body sway move-
ments for the identification of people

The author designed features for identifying people accurately using body
sway observed from an overhead camera. The author acquired a silhouette
sequence that represents body regions from a video sequence using back-
ground subtraction. To extract features that are informative for person
re-identification, the author measured local body sway movements in local
regions. The author acquired the local regions by dividing the silhouette se-
quence of the body regions. To evaluate this technique, The author collected
original datasets of video sequences of body sway using an overhead camera.
The author confirmed that the identification performance of the proposed
technique is superior to that of existing methods.

Identifying people using body sway in the presence of
self-occlusion

The author developed a technique that identifies people in the presence of
self-occlusion. To overcome the variation in appearance of a person by self-
occlusion, the author measured body sway from head regions. The author
acquired the silhouette sequence representing the head region from a video
sequence by applying U-Net. To evaluate this technique, the author collected
video sequences of body sway from 50 participants in the presence of self-
occlusion. The author confirmed that the proposed technique using head
regions can improve the identification performance of the existing method.
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Gender classification using video sequences of body sway
recorded by overhead camera

The author developed a technique that classifies the gender of a person using
body sway observed from an overhead camera. To apply this technique in the
real world, the author considered the variation in the height of the ceiling.
The author removed the variation in the apparent size of body regions, and
extracted features of gender classification from these body regions. To eval-
uate the proposed technique, the author collected video sequences of body
sway featuring 30 females and 30 males using an overhead camera. The au-
thor showed that the proposed technique significantly improves the accuracy
of gender classification, compared with existing methods in the medical area.
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5.3 Future Directions

Extending the proposed methods of person re-identification
and gender classification using body sway

The proposed methods of person re-identification and gender classification
using body sway suffer from some limitations. In the future, the author
intends to apply the proposed methods to the cases in which a person reads
an advertisement displayed on a station platform, waits for an elevator in a
building, or wonders whether to buy a product in a store. To achieve high
performance in these use cases, the author needs to extend the proposed
methods. In various use cases, it is difficult to make people maintain an
upright posture for as long as several tens of seconds. People often wear
different clothes from each other. Furthermore, many people may be standing
around a target person.

To apply the proposed methods in the above use cases, the author will
design a new feature that can identify people and classify their gender using
a shorter video sequence of body sway. To ensure that the proposed methods
are robust to variations in posture, the author needs to determine the period
in which a person does not change their posture, and measure body sway
during this period. To decrease the influence of variations in clothing, the
author will consider extracting the specific frequency components of body
sway in future work. When multiple people stand densely, the author will
attempt to detect each person and measure the body sway of that person. For
some tasks in person re-identification and gender classification, the author
must analyze each task in detail and solve the problems in applying the
proposed methods to the use cases.
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Application to classification of attributes other than
gender

In this thesis, the author investigated whether it is possible to classify the
gender of a person using body sway. However, gender is not the only attribute
of a person. People have other attributes, such as age, height, and weight.
In addition, there are attributes of the state of a person, such as whether the
person is drunk, carrying luggage, or tired. If it is possible to classify other
attributes of a person using body sway, the proposed method can be applied
to various other applications. In future work, the author would like to clarify
whether it is possible to classify various attributes, other than the gender,
of a person using body sway. Furthermore, instead of an attribute label, the
author plans to predict a numerical value for each attribute, such as the age,
height, or weight of a person, using body sway.
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