
A Study of Building a Distributed

System using Idle Resources

January 2022

Toshiya Kawato





Abstract

Computers have computing resources such as CPU and storage, and are used for a

variety of purposes such as office work. There are computers that operate normally

but are discarded due to equipment upgrades, etc. (hereafter referred to as ”used-

computers”). Their computers have their resources such as CPU and storage and

so on, that is idle computing resources (hereinafter referred to as“ idle resources”).
However, we cannot make use of their computers anymore even though they have

their idle resource. In order to make effective use of these idle resources of used-

computers, we propose a distributed storage system using their resources as storage.

We design and implement a system that automatically builds used-computers as

distributed storage in order to use them with low labor. In addition, we operate

the distributed storage system in a real environment as a backup storage for online

storage and mail systems. However, if more used-computers are used to ensure

capacity, power consumption will increase and the cost performance will become

worse. In addition, the problem of securing a place for installation also arises.

Therefore, we turn our attention to computers, which are used for office work and

other purposes (hereinafter referred to as“ using-computers”).
Even though using-computers are used for their purposes to operate stable and

continuous works, they have surplus capacity over their intended use since recent

computers have enough power for office works. These surplus resources are poten-
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tially idle resources, and computers in use also have idle resources. Therefore, we

propose to combine the idle resources of used-computers and using-computers to

form a distributed storage system. A using-computer has its original use such as

office work. Therefore, when idle resources of the using-computer are used, they

cannot be dedicated to distributed storage, which is a problem that cannot be

conveniently controlled. They may not always be running. They may start and

stop depending on the situation of their original use. In addition, their timing and

frequency are not fixed. It is necessary to deal with the instability of this state.

There are also problems such as the fluctuating amount of idle resources and ensur-

ing security. Of these issues, we focus on the instability of state using-computers.

Using-computers are not always available as a system because joining and leaving

cannot be controlled. Therefore, the data to be stored into using-computers for load

balancing and redundancy should be temporary. Thus, we suppose the original data

exists in external of using-computers. For example, the original data can be placed

on a used-computer. This will allow the system to continue in a situation where all

using-computers leave the system. Here, a using-computer leaving can be divided

into two types: one is that have enough time to process leaving operation such as a

planned shutdown; and another one is that do not have an afford to process it, such

as a normal network shutdown. If there is enough time, leaving node can declare its

leaving to other nodes and move the files in its possession. However, if there is not

enough time, other nodes need to detect leaving and process files held by leaving

nodes. Therefore, we propose a process based on the declarations at the leaving

node and the availability of moving files in its possession.

As a practical application of using idle resources, we propose an e-Learning sys-

tem. This system is designed to distribute the load by storing and distributing

content to the computers that use it. When the load on the system increases due to
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an increase in the number of client accesses, the system makes use of idle resources of

using-computer for the load balancing. When the load decreases, using-computers

are removed from the system. In this way, high scalability can be achieved inexpen-

sively. We also propose a content delivery network (CDN) using using-computers

as another use case. By building a cache server, which is a component of a CDN, on

the internal network and delivering content from there, the amount of external data

communication can be reduced. This will lead to a reduction in data communica-

tion charges on the shared network. Moreover, this can be achieved inexpensively

by building the cache server using used and in-use computers.
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Chapter 1

Introduction

Computers have computing resources such as CPU and storage, and are used for a

variety of purposes such as office work.

Even though we can use their computers which work normally until they break

down, their computers may be abandoned or discarded due to inability to update

an operating system due to insufficient performance or equipment renewal. In this

thesis, such computer is referred to as a used-computer. Their computers have their

computational resources such as CPU and storage and so on that are available but

not being used. In this thesis, such resource is referred to as a idle resource.

On the other hand, the amount of data handled by an information system con-

tinues to increase, and storage for saving data is indispensable. If a storage capacity

becomes insufficient, we can increase its capacity by adding new disks. It is, how-

ever, difficult to purchase a new disk when a budget is limited.

Therefore, we propose to utilize the idle resources of used-computers as a dis-

tributed storage system. In this case, it is necessary to discuss a storage system that

considers characteristics of used-computers. In addition, in order to reduce works

required for an installation and operation, it is necessary to automate processing
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necessary for construction. We organize the characteristics of used-computers, and

consider a storage system based on the characteristics. We implement a system

that automatically establishes an environment as a node of the distributed storage

system on each used-computer.

Also, as a specific application, it is actually used for online storage and email

archiving. However, when reusing used-computers, even if the installation cost is

low, the operation cost may be high due to the increased power consumption. Also,

it is necessary to secure a place for installation.

Therefore, we focus on computers that are used continuously, for example, for

office work. In this thesis, such computer is referred to as a using-computer. Com-

puters used for a certain purpose, using-computers, generally do not always use

their own computational resources up to the upper limit, but have extra resources

to operate them stably. Thus, using-computers have idle resources. In other words,

their computers affords to compute something except a certain purpose. There-

fore, we propose to build a distributed storage system by using idle resources of

using-computers in addition to used-computers.

Since using-computers are existing and in use, power consumption can be re-

duced and there is no need to secure a new location for installation. However,

using-computers have an original use. As a result, start-up and shutdown are un-

controllable and may not always be available. If the system is to be used as a

distributed storage system, it is necessary to assume that participation and with-

drawal from the system will occur frequently. There is also the issue of the amount

of idle resources fluctuating according to the burden of the original use, and the

issue of ensuring security. We first propose an algorithm for joining and leaving the

system.

And we also propose an e-Learning system and a content delivery network
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(CDN ) as examples of the applied use of idle resources of each computer. In

e-Learning system, high performance is required during peak hours when large

amounts of content are used all at once. On the other hand, during normal times

when the content is used in a distributed manner, not much performance is re-

quired. Here, if the system is installed to cope with peak periods, the cost will be

high, and if it is installed to cope with normal times, it will not be able to cope with

peak periods. Therefore, it is necessary to be able to flexibly adjust performance

while keeping costs low. Therefore, we propose an e-learning system that utilizes

using-computers and used-computers. By distributing the load by placing and de-

livering content to computers in use according to the system load, the processing

performance of the system can be improved. CDN is a mechanism for efficiently

distributing content. CDN is usually built an external network, but by building

them on an internal network, the amount of network communication on external

networks can be reduced. Here, by caching content that external networks have on

using-computers in an internal network, the amount of communication in external

networks can be reduced at a low cost.

This thesis is organized as follows. In chapter 2, we proposes the use of used-

computers as a distributed storage. In chapter 3, we propose to use using-computers

as distributed storage in addition to used-computers. In chapter 4, we propose an

e-Learning system using idle resources of using-computers and used-computers. In

chapter 5, we propose an content delivery network using idle resources of using-

computers and used-computers. In chapter 6, we present the conclusion of this

thesis.
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Chapter 2

Distributed Storage using Idle

Resources of Used-Computers

2.1 Introduction

The amount of data handled by an information system continues to increase, and

storage for saving data is indispensable [1]. In order to cope with the increasing

amount of data, capacity of HDD and SSD is growing, and online storage that can

be used via a network has been widespread [2]. Moreover, organizations such as

companies and universities use not only built-in storage such as personal computers

used by individuals but also shared storage and storage of servers such as business

systems.

Now, if the amount of data to be stored increases and a storage capacity becomes

insufficient, we can increase its capacity by adding new disks. It is, however, difficult

to purchase a new disk when a budget is limited. On the other hand, in modern

times when information equipment floods, there are many unused idle resources

despite those use value, and resources are not effectively utilized. For example,
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there are used-computers, which are left unused or being discarded due to renewals

or other reasons.

In order to solve those problems, used-computers which are idle resources can be

reused as storage. Since used-computers are existing devices, there is no initial cost

in reusing themselves. We can, therefore, inexpensively introduce used-computers

to reuse compared with introducing new storage. Moreover, in an environment such

as a university where the total number of computers is large and computers are fre-

quently replaced, there are many used-computers. These many unused-computers

can be collected to be reused. It would be effective utilization of resources more and

more to reuse used-computers for different purpose while they can still be available

for generic computer usage. In order to use used-computers as storage, it is neces-

sary to consider characteristics of used-computers. In addition, in order to reduce

works of introduction and operation and make them easier, it is necessary to auto-

mate processing necessary for constructing a storage system with used-computers.

In this chapter, we organize the characteristics of used-computers and design

a storage system based on its characteristics. Moreover, we focus on distributed

storage, and then implement an auto-construction system that automatically con-

structs a distributed storage environment in used-computers which makes the used-

computer join the distributed storage as a part of the storage. We will also confirm

that used computers can be used as distributed storage by operating distributed

storage in a real environment using used-computers.

2.2 Design

Before reusing used-computers as storage, it is necessary to discuss practical meth-

ods that have advantages and can be used for appropriate use. In this section,
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we organize the characteristics of used-computers. Moreover, we discuss a storage

system considering its characteristics.

Small Capacity

Recent PCs are generally equipped with TB-class disks. However, capacity of recov-

erable used-computers may be a few hundred GB. For the reason, in order to have

large capacity such as TB class, it is necessary to secure numerous used-computers.

It is, however, inefficient and not realistic in terms of installation locations and

power consumption in this state.

For this reason, if an existing disk of a used-computer cannot satisfy a required

capacity, we replace the existing disk with a new large capacity disk in order to

secure a capacity. Although costs are incurred on a disk to replace, disks for com-

puters are less expensive than ones for storage products and servers, and storage

can be constructed at low cost as a whole. Moreover, it is possible to reduce a risk

of an occurrence of a failure by replacing a disk having a high failure rate with a

brand-new one.

Low Performance

Compared with storage products and servers, computers are inferior in performance

of CPU and NIC. Since their disks are also supposed to be used in general comput-

ers, it is difficult to request high-speed communication and high-load processing.

Their disks are, thus, not suitable for a system in which reading and writing occur

frequently. In addition, used-computers demonstrate even lower performance than

current computers.

For this reason, a storage system needs to be a light-weight system that can

demonstrate sufficient performance even for computers use. An appropriate uti-

6



lization is supposed to be a backup system for storing data with low frequency of

utilization or update.

Different Lifetime

Depending on how hard a computer is used until the computer becomes unused,

performance may deteriorate compared to fresh condition, and it is difficult to

predict a lifetime such as how long it can be used after collection and so on. Even

if a computer can be used inexpensively, availability should not be reduced by its

failure rate.

For this reason, it is necessary to sufficiently deal with failure prepared by mon-

itoring a state of used-computers, e.g., estimation of a lifetime, automatic detach-

ment on failure and automatic incorporation of a spare machine.

High Diversity

Since various manufacturers sell various models, computers are more diverse than

storage products and servers. It would then take a lot of works to configure a

used-computer as storage. The same model and performance are desirable when

computers are used in a cluster configuration. It is, however, difficult when used-

computers are reused because their performance and configurations vary among

different models.

For this reason, for reducing construction works, a method that can automati-

cally construct an environment for use as storage is necessary.

Available Numerous Units

In an environment such as a university where the total number of computers is large

and replace is frequent, we can collect numerous used-computers. Moreover, since
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there is no initial cost for introduction to reuse used-computers themselves, it is

possible to use numerous used-computers as long as there is a place for installation

of used-computers. Disks are distributed and arranged in case of using numerous

disks, and high availability can be realized at low cost if data can be arranged

distributedly or redundantly. In addition, there are few restrictions on a place

to install used-computers compared with rack-mounted servers. It is, therefore,

possible to physically distribute used-computers and place them easily. Moreover,

it is possible to flexibly install and use used-computers regardless of locations if

there are power supply and network connectivity.

For this reason, we focus on distributed storage that is a configuration in which

distributed disks on a network connecting to form one large storage. Data is dis-

tributed and stored in distributed storage because disks are distributed. Now, in

addition to a distributed arrangement, availability in the case of a redundant ar-

rangement of data will depend on the number of disks. used-computers are, hence,

suitable since numerous used-computers are available. In addition, it is desirable

that addition and deletion of used-computers in an operating system are easy, and

distributed storage can flexibly deal with them.

We listed 5 points as characteristics of used-computers. As a storage system

that takes into consideration the characteristics of used-computers, we, therefore,

assume an inexpensive and highly available distributed storage system that uses

numerous used-computers after securing capacity by replacing an existing disk of

used-computers with a large-capacity disk as needed. Distributed storage is a mech-

anism to realize a data grid in which data is distributed to multiple storage. By dis-

tributing data across multiple storage devices, high fault tolerance can be achieved.

In order to realize high availability, we distribute potential parts of failure, and we
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redundantly distribute data over numerous used-computers. In addition, it is as-

sumed that an installation location is physically distributed in various places taking

advantage of the flexibly selectable characteristic.

As the main use, we assume to handle data that can be processed even with

low performance of used-computers, for example, data with low usage or update

frequency. A storage system reusing used-computers cannot meet all requirements

in various situations. It is, therefore, necessary to clearly separate roles and to use

a storage system reusing used-computers in combination with other storage sys-

tems, e. g., we should leave data that is frequently utilized or updated to storage

products and servers. In the next section, as a necessary measure for construct-

ing the assumed distributed storage system, we discuss a system for automatically

constructing a distributed storage environment.

Distributed storage is a mechanism to realize a data grid in which data is dis-

tributed to multiple storage. This mechanism has internal multiple storage and

realizes high fault tolerance by distributing data. Here, when storing and getting

data in distributed storage, it is not convenient if the user or application needs to

specify internal storage. It is, therefore, required to hide its internal structure and

to be used as one storage. Moreover, if only one piece of data is stored, it becomes

impossible to get stored data when the storage with the data fails. It is, therefore,

required to store copies of data for multiple storage, and make the data redundant.

2.3 Auto-Construction System

We discuss a system that automatically constructs a distributed system environment

for used-computers.
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2.3.1 Design

We design a system that automatically builds a distributed storage environment

on used-computers. In using used-computers as storage, numerous used-computers

are used from their characteristics. Moreover, many works to add used-computers

to an existing distributed storage system are necessary. Such as replacement of

used-computers when used-computers in failure and adding newly collected used-

computers. It is, therefore, extremely inefficient to perform manually necessary

works for each used-computer.

In this system, by automating additions required for using used-computers as

distributed storage, it reduces works required for adding. In order to facilitate

construction and management, this system executes each process for the used-

computers via a network and the central server manages all at once. Moreover,

manual works should be reduced as few as possible except for physical operation to

connect used-computers to a network such as LAN cable connection.

In this system, there are two processes required for used-computers. One is

processing for using used-computers as nodes on a network that constitute a dis-

tributed storage system. used-computers can be used as nodes even right after they

are collected. There are, however, problems that OS is different and it is necessary

to delete data before collection. We, therefore, delete an environment before collec-

tion by overwriting it with open source OS and use used-computers as nodes after

unifying them in an easy-to-use environment for distributed storage.

The other is installing distributed storage software that constructing distributed

storage in used-computers. Open source software is also used in distributed storage

software as well as OS. By using open source software that can be used for free,

used-computers can be reused as distributed storage with low cost.
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2.3.2 Implementation

Automatic Installation of OS

We used Kickstart [3] and PXE boot [4] to install OS on used-computers. Kickstart

is an automatic installation tool for Red Hat related OS. Moreover, PXE Boot is a

network boot mechanism using Preboot eXecution Environment (PXE ) and PXE

boot can install and start OS via a network.

Now, it is necessary to assign IP addresses to used-computers in order to execute

PXE boot. For administrative purposes, it is desirable to be able to identify each

used-computer. We, therefore, created a script to automatically assign fixed IP

addresses. A sent DHCP DISCOVER message is recorded in a log of a DHCP

server when PXE boot performs. The script then always monitors the log and

extracts a MAC address of a used-computer from a log of a DHCP DISCOVER

message. If this MAC address is not found in the DHCP configuration file, the

script adds new configuration and reloads the configuration.

We constructed a PXE server that CentOS with Kickstart and PXE boot can be

installed. The PXE server is composed of DHCP, TFTP, and HTTP servers. Here,

we used [5] for the DHCP server, [6] for the TFTP server, and [7] for the HTTP

server. figure 2.1 shows a flow of an automatic installation of OS. For the OS, we

used CentOS [8], a free linux distribution from the Red Hat related OS. The DHCP

server assigns a fixed IP address to a used-computer by an aforementioned script

when a used-computer sends a PXE boot request. Next, the image for running PXE

boot is delivered from the TFTP server to used-computers. Then, by executing PXE

boot on used-computers, it will download OS image and Kickstart related files from

the HTTP server and automatically install OS. automatically.
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Figure 2.1: Installation of OS.

Automatic Installation of Distributed Storage Software

We focused on object storage [9] , [10] as a type of distributed storage. Object

storage manages data in units of an object. Object storage is widely used in cloud

storage [11] such as Amazon S3 [12], and they are used in on-premise environments

[13].

Object storage uses an HTTP protocol conforming to Representational State

Transfer (REST ) [14] to access objects. Object storage can, therefore, be used like

a web application and hide underlying actual file systems such as the Extended File

System of Linux [15]. Software that tries to use object storage may, however, not

support an HTTP access. We can solve this issue by introducing a gateway such as

s3ql [16] that can access object storage and enable to mount object storage as if it

were an ordinary physical disk.

Moreover, an object is stored in a flat space that is not a hierarchical structure

after provided with a unique identifier indicating a storage location and metadata

that can records various information. Since a unique identifier does not depend

on a location of a disk where it is actually stored, there is a little restriction on

arrangement of data. Object storage, therefore, is easy to move and distribute
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data, and easy to realize scaling out by storing copies to remote locations and

adding disks.

OpenStack Swift [17] was used as software for constructing object storage. Swift

is a component that realizes an object storage among OpenStack [18] which is open

source software for cloud infrastructure. figure 2.2 shows a basic configuration of

Swift. In Swift, objects are managed by containers, and containers are managed by

accounts. An Object Server stores objects, a Container Server manages containers,

and an Account Server manages accounts. All these servers are called a textitStor-

age Node. A Storage Node is grouped by a unit of a zone, and multiple zones can

be created. The same objects, containers, and accounts are stored in each zone.

Even if failure occurs in one zone, redundancy and improvement in fault tolerance

can be, therefore, realized by the presence of other accessible zones. Moreover, com-

munication between clients and Storage Nodes is authenticated by an Auth Server,

and is relayed by a Proxy Server called a textitProxy Node.

Figure 2.2: Basic configuration of Swift.

We used Ansible [19] for an automatic installation of Swift. Ansible can con-
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struct an environment for software to operate by writing codes like programming.

Moreover, Ansible has idempotency that is the property that the same code always

produces the same result. There are Chef [20] and Puppet [21] as similar soft-

ware. Ansible, however, has the feature that it is unnecessary to install an agent

on construction targets. If Python can operate on construction targets that can be

connected by SSH, Ansible can be used. Ansible can be, therefore, easily introduced

by simple configuration. Basic usage is to create and execute a file called Playbook

that describes a configuration of an environment that you want to construct. Play-

book is described in a general YAML [22] format. Playbook can, therefore, be

simply described and never requires to master an especial notation.

First, we constructed an Ansible server on the PXE server. The Ansible server

is a server on which Ansible itself is installed. Next, we created Playbooks and

related files that describe configurations necessary for installing Swift. Object stor-

age environment by Swift, therefore, constructs automatically on used-computers.

Furthermore, since there is no need to create a proxy node and an auth server

for each used-computer, and they were created manually and only storage nodes

constructed. Moreover, since Python that is necessary for executing Ansible was

included as standard, it was unnecessary to perform additional processing for used-

computers. For a SSH connection, we used an arbitrary script that can be executed

after installing OS by Kickstart. By the script, we automatically established a SSH

connection using public key authentication.

2.3.3 Experiment

We actually constructed a distributed storage environment for used-computers by

the auto-construction system. figure 2.3 shows the used-computer here. This was

dc7900 by Hewlett Packard which became unnecessary by replacement at Tottori
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University. Its capacity of HDD was 160 GB and its speed of NIC was 1 Gbps.

Moreover, its dimension was as follows: height 66 mm, wide 251 mm, long 254 mm.

We used 15 used-computers for this experiment, and we distributedly installed them

on two remote campuses in Tottori University. figure 2.4 shows installation status

on one campus. We used an aluminum rack to effectively utilize space.

Figure 2.3: The used-computer.

Each used-computer was aggregated and connected to one switching hub for

each campus. Moreover, their switching hubs were connected to the experimental

network. Speed of its ports was all 1 Gbps. After installation of used-computers,

we executed PXE boot. Moreover, we confirmed that an installation of OS by PXE

server and an installation of Swift by Ansible server were automatically completed.

Total capacity was about 2,400 GB and by using 15 used-computers. Moreover,

capacity that can actually be used as distributed storage excluding an area for OS

was about 2,100 GB. In addition, the amount of space that can be used as actual

data storage will decrease further as the number of zones of Swift is increased.

Through this experiment, we needed manual operation such as wiring and ex-

ecution of PXE boot. We, however, confirmed that an auto-construction system

could automate the most of a processing and utilized used-computers as distributed

15



Figure 2.4: Installation of used-computers using an aluminum rack.
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storage. We measured the required time to construct a distributed storage environ-

ment for one used-computer as a reference. The result was about 5 minutes and

40 seconds from turning on power until installation of OS was completed. More-

over, the result was about 2 minutes from installation of OS was completed until

installation of Swift was completed. These can be processed in parallel. Therefore,

operation time required for construction was much shorter than in the case where

all operation of construction was manual.

2.4 Operation and Evaluation

In order to confirm that used-computers can actually be used as distributed stor-

age, we incorporated the 15 used-computers that were constructed into the exist-

ing distributed storage system of Tottori University (hereinafter referred to as the

existing environment) and operated it. Here, the Auth Server, Proxy Server, Ac-

count Server, and Container Server operating in the existing environment were used.

Therefore, only the Object Server was built and operated in all used-computers.

The configuration of the Object Server for the entire system is shown in Figure

2.5. Figure 2.5 shows the configuration of the Object Server of the entire system

after embedding. Swift’s 1 to 5 are built on ProLiant from Hewlett Packard Enter-

prise [23]. Threr are general-purpose servers, and each of them has multiple disks.

The total capacity is 72 TB, but for the sake of availability, three zones are set

up and the same data is placed in all zones, so the actual capacity that can be

stored is 24 TB. In addition, swift 5 originally has a capacity of 24 TB, but due

to the addition of 2 TB from a used-computer, the configuration was changed so

that only 22 TB is used. After the installation, we operated the system for more

than half a year months as a backup storage area for Tottori University’s online
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storage and mail server [24]. As a result, the problem was only storage failure on

one used-computer. We were able to confirm that the used-computers can actually

be used as distributed storage.

Figure 2.5: Configuration of Object Server.

In addition, in order to verify the difference in performance between the server in

the existing environment and the used-computer, we investigated the time required

for writing and reading when the size of the data was varied. The time required

for writing is shown in Table 2.1, and the time required for reading is shown in

Table 2.2. Zone 1 is a specific disk (2 TB, SATA2, 7200 RPM) with swift 3 (CPU:

Xeon E3-1220 V2 3.10 GHz, memory: 4 GB, NIC: 1 Gbps), and zone 2 is a specific

disk (2 TB, SATA2, 7200 RPM) with swift 4 (CPU: Xeon E3-1240 V2 3.40 GHz,

memory: 8 NIC: 1 Gbps) with a specific disk (4 TB, SATA3, 7200 RPM). Zone 3

shows the results for a specific disk (160 GB, SATA2, 7200 RPM) in a specific used-

computer. In addition, the disk write and read operations are performed using the

swift command, which can be executed in the CLI, on a specific Proxy Server. The

time required for writing was extracted from the Object Server log, and the time

required for reading was extracted from the execution result of the swift command.

The results are averaged over three runs.
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Table 2.1: Time required to write.

Data (MB) Zone 1 (s) Zone 2 (s) Zone 3 (s)

0.1 0.0200 0.0149 0.0235
1 0.0327 0.0350 0.0761
10 0.2338 0.2366 0.4044
100 3.8651 3.9683 5.8560
1000 50.8456 50.6713 56.6798

Table 2.2: Time required to read.

Data (MB) Zone 1 (s) Zone 2 (s) Zone 3 (s)

0.1 0.0287 0.0253 0.0770
1 0.0353 0.0500 0.0680
10 0.1883 0.1543 0.3177
100 1.1447 1.1137 2.9703
1000 10.7987 10.5960 49.5640

In terms of the time required for writing and reading, it can be seen that the

used-computers in Zone 3 take longer than the servers in Zone 1 and Zone 2. This

is due to the difference in the performance of the disks and memory of the server

and the used-computers. In practical use, if the data size is 10 MB or less, the

difference is small and the impact is small. However, for data sizes of 100 MB or

more, the difference in the time required is large, in seconds, and the impact is

especially large for the 1000 MB case, where the difference is about 50 seconds. As

a countermeasure, the size of the data to be saved should be limited to small ones,

or the data should be divided into chunks before writing or reading.
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2.5 Discussion

We have confirmed that used-computers can be used as distributed storage. Al-

though the read/write speed is slower than when built on servers, it is sufficient for

backup and other applications where speed is not important.

In this operation, the cost was 0 yen because we used existing virtual machines

that built each server, as well as switching hubs, LAN cables, and power strips that

were necessary in addition to used-computers. Each server can also be built on

used-computers, and even if we had to purchase new switching hubs, etc., the cost

would have been several tens of thousands of yen. Moreover, a 4TB 3.5-inch HDD

or a 2TB 2.5-inch HDD can be purchased for about 10,000 yen, so even if you need

a large capacity, you can install it cheaply.

Here, we compare the cost with the existing environment. Based on the actual

cost of the existing environment, the installation cost was 2.4 million yen including

maintenance for one year, and the maintenance cost was 400,000 yen per year. On

the other hand, when using 18 used computers to secure the same capacity as the

existing environment, the initial cost was 360,000 yen for 18 4TB HDDs, and the

maintenance cost was only the replacement cost in case of HDD failure.

On the surface, the result is that used-computers are cheaper. However, this

comparison fails to take into account labor costs and power consumption. When

these factors are taken into account, it cannot be ruled out that used-computers

are cheaper. Another problem is the need to secure an installation area for the

used computer. In some cases, it may be more cost effective to install a new server

or storage device instead of using the old computer. This is a difficult decision to

make.
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2.6 Related Works

Building a distributed storage system using general computers has already been

tackled, mainly because it is effective in terms of cost effectiveness.

The Google File System [25] is a distributed file system that is designed to

build a large-scale storage system using general computers. This system is designed

to allow for the failure of the computer in which it is installed, and focuses on

automatic recovery of data without losing it in the event of a failure. There are other

distributed file systems such as Ceph [26] and GlusterFS [27]. In addition, a chained

network RAID has been proposed to build a highly functional and inexpensive

storage for online storage services using general computers [28]. This system is

designed to provide high reliability for the data stored even when using unreliable

computers, and is designed to be flexible enough to accommodate the addition or

replacement of computers and to achieve scalability in the processing performance

of the entire system. However, these existing studies mainly deal with the design

and implementation of using computers as distributed storage, and do not describe

in detail the processing methods required to actually use computers as distributed

storage. It also assumes the use of new computers, and does not mention the use

of used-computers.

There is [29] to build a large storage capacity by connecting a large number

of general computers via the Internet. [29] is a distributed storage infrastructure

developed to back up and share petabytes of data. The computer provided by the

volunteer will be used as part of the giant storage. This is based on the assumption

that existing computers will be used. However, it is an Internet-scale system and

there is no mention of on-premise operation.
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2.7 Conclusion

In this chapter, we have organized characteristics of used-computers and consid-

ered a storage system based on their characteristics. Results of considering, we

have assumed an inexpensive and highly available distributed storage system us-

ing numerous used-computers after replacing existing disks of used-computers with

large capacity as needed to secure capacity. Moreover, in order to reduce and fa-

cilitate labors required for construction and operation, we have implemented an

auto-construction system of a distributed storage environment for used-computers

and experimented. Through this experiment, we have confirmed that the most

of the processing of construction were successfully automated and we could reuse

used-computers as distributed storage. We also confirmed that the system can be

used without any major problems after operating it in an actual environment for

more than half a year.
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Chapter 3

Distributed System using Idle

Resources of Using-Computers

3.1 Introduction

The performance of computer components such as CPU, memory, and storage has

been improved by technological advancement. On the other hand, the price accord-

ing to these performance has downed. As an example, HDD is no longer rare to have

the capacity of a terabyte class. Its price per gigabyte, however, is lower than when

a gigabyte class was common. We, therefore, can use high-performance computers

at a lower cost than before. Many computers are used for business in organizations

such as companies and universities. When these computers are renewed, if a bud-

get is the same as before, computers with higher performance than before can be

introduced because of the price according to its performance has downed. Even if

we try to introduce computers with low performance to reduce its cost, it is difficult

to improve overall performance. There is, therefore, a limit in the introduction of

low-performance computers, and we have to introduce computers with a certain
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extent of performance.

Here, the most common usage of computers in organizations is for office work

such as document preparation and spreadsheet. Office work is a relatively light op-

eration for modern computers. Thus, the computation performance of the computer

is not utilized to the upper limit and is partially idle. Moreover, office work uses

small size data relatively. In addition, for data sharing and security measures, orga-

nizations often store data in a shared storage prepared instead of built-in computer

storage. Thus, built-in storage capacity is too much for office work, and unused

space is left idle. For these reasons, computers in organizations have idle resources

such as unused computing ability and storage capacity. The same can be said for

using-computers that are over-performing for their intended use. Idle resources do

not adversely affect the use of computers. These resources, however, are wasted

despite use-value. We should utilize idle resources effectively for the spirit of ”don’t

waste what is valuable”. This spirit is expressed as MOTTAINAI [30] in a Japanese

term.

On the other hand, the amount of data handled by an information system con-

tinues to increase, and storage for saving data is indispensable. Since the capacity

of each storage is limited, when the amount of data to be stored increases, free

storage space becomes insufficient. In this case, there are two ways to deal with

this situation: reducing the amount of data and adding new storage. A method

of reducing the amount of data depends on the property of data, such as type,

content, and storing period. In contrast, a method of adding new storage is more

versatile because it can accommodate any data by adding storage. In this method,

the problem is costs. When a budget is limited, the costs of introducing and oper-

ating storage should be low to reduce its cost. Moreover, cloud storage is an option

for introducing storage. This storage can flexibly set a usage form and capacity
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and is rapidly spreading. It, however, cannot be used when data cannot be stored

outside due to regulations or security reasons. In this case, storage needs to be

introduced in an on-premises environment.

In this chapter, as a means to introduce and operate storage at a low cost in an

on-premises environment, we propose to utilize the idle resources of using-computers

in an organization. We define a part of free capacity of using-computers as surplus

capacity that is utilized as distributed storage. Distributed storage is a usage form

in which multiple storage units are one virtual storage unit and data is distributed

among it. Thus, even if surplus capacity of each computer is small, we can use it

as a large capacity by using them as distributed storage. Moreover, the distributed

data also improves availability and security measures. By utilizing surplus capacity

as distributed storage, we can solve a problem of costs for adding storage and realize

the MOTTAINAI spirit.

3.2 Design

3.2.1 Surplus Capacity

In order to utilize surplus capacity as distributed storage, we first describe require-

ments of distributed storage. Next, we organize characteristics of surplus storage

and using-computers with surplus storage in an organization and consider appro-

priate utilization environment and method.

Surplus capacity is available capacity as distributed storage among total storage

capacity and is a part of free capacity. Since the storage capacity of computers is

different from each other, free space is also different. Moreover, how much free

space is reserved and how much free space can be considered as surplus capacity

depends on the usage of computers. It should be noted that if free capacity is all
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surplus capacity, surplus capacity must be smaller than free capacity since it cannot

cope with the case where used capacity other than a distributed storage increases.

Moreover, the usage state of computers always changes, and the capacity used for

storage always fluctuates. If we define surplus capacity as a fixed capacity for

each storage, it is unnecessary to consider fluctuation. We, however, want to make

the best use of idle resources. Surplus capacity should fluctuate, and we use the

largest surplus capacity for distributed storage. It is, therefore, necessary to have a

mechanism to monitor a usage state of computers and each capacity of storage and

to adjust surplus capacity dynamically.

In addition, storage has different performance other than capacities, such as

read/write speed and degraded condition. At present, the general storage in the

computer is HDD or SSD. The various performance of storage is greatly differ-

ent from types of storage, and there are individual differences. The difference in

read/write speed may be used as an index for which storage is used to store and

get data. This enables efficient data management, such as storing frequently used

data in high-performance storage. The degraded condition is greatly different by

utilization history in addition to individual differences. In addition, using surplus

capacity as distributed storage may cause the storage to degrade and become prone

to failure. It is, therefore, necessary to take measures such as not using storage

in bad condition by grasping the degraded condition of storage. In addition, it is

necessary to ensure redundancy and have high availability for storage failure by

copying and storing data.

We use some of the storage that using-computers have as surplus capacity. These

computers have primary uses, such as office work. Its operation rate varies greatly

depending on its application and usage form. For example, server computers to

provide an information system all the time are always running in principle. On

26



the other hand, office computers are turned on only when they are used and may

be shut down when they are not used. Since the operating rate differs depending

on computers, it is necessary to use corresponding to it. In computers with high

operation rates, it is considered to operate essential functions in distributed storage

such as the provision of a utilization interface and management of each surplus

capacity and stored data. In computers with low operation rates, on the assumption

that it may not be used due to shutdown, it is considered to store data of low

utilization frequency and backup data.

3.2.2 System Structure

Figure 3.1 shows the structure of a proposed distributed storage system. This sys-

tem is composed of two kinds of computers. One is a management computer which

mainly manages systems and provides services. The other is a storage computer

that mainly provides surplus capacity to the system These computers must be on

a network that can communicate with each other.

27



Figure 3.1: The structure of proposed distributed system.

Clients connect to one of the management computers when using the system.

The connection destination is selected at random by a load balancing technique such

as DNS round-robin. Moreover, a storage computer or a management computer may

be a client.

3.2.3 Management Computers

A management computer provides an interface to clients. Clients, therefore, can

use basic functions as distributed storage such as storing, getting, updating and
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deleting files. We use multiple used-computers that are available at all times to run

at least one management computer. We, therefore, can realize high fault tolerance

and load balancing. Moreover, they provide surplus capacity to the system and uses

them to store and manage data. When the used capacity increases or decreases,

surplus capacity is calculated dynamically, and the capacity provided to the system

is changed. In this way, we can utilize idle resources to the maximum.

Though we use multiple computers as a management computer, there is a pos-

sibility of shutdown and failure, and they are not always available. It is necessary

to have a configuration that can dynamically join and leave the system. For this

reason, we apply a Peer to Peer (P2P) model as an architecture of management

computers. Several technologies realize a P2P model. Here, we use a distributed

hash table [31], [32]. With this technology, management computers are connected

via a virtual network so that any management computer can communicate with all

other management computers. Moreover, it can flexibly cope with the change of

a virtual network composed of management computers such as joining and leaving

of them. In addition, we can use a distributed database (DDB) [33] corresponding

to a relational database in a distributed environment. By using a DDB, various

information can be shared by each management computer.

3.2.4 Storage Computers

A storage computer is mainly provided surplus capacity to the system. We use

multiple using-computers for storage computers. A P2P model is not applied like

management computers. By mainly using it as a storage location for files, an im-

pact on ordinary uses such as office work is reduced. The process of joining and

leaving a storage computer the system is performed by requesting a management

computer. Moreover, the process of increasing or decreasing surplus capacity of
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storage computers is the same as that of management computers. In addition, stor-

age computers turn up only when necessary for office work, etc. Unlike management

computers, they are not always running and may shut down.

3.2.5 File Encryption and Redundancy

We store files in the surplus space of management and storage computers. These

computers are usually used for other purposes. There is, therefore, a sufficient possi-

bility that stored files are got illegally. Thus, we encrypt files when they are stored.

Encrypted files cannot be read without decryption. Encryption and decryption

processes are performed only in response to file operations via management com-

puters. Thus, even if files are got directly from storage, they cannot be read and

an information leakage risk can be reduced.

When storing a file, if the file is stored in only one storage, the file cannot be

got in the case of storage failure or file corruption. Moreover, when accesses are

concentrated on the specific file, a response speed may decrease by a load of the

storage and the computer in which its file is stored. Thus, when we store data in

the system, we make redundant data by storing its copies in multiple storage that

have surplus storage. Distributed copies of data improve availability and distribute

access to data.

Encryption and redundancy are performed respectively. The first step is file

encryption, and the next step is to make a copy of the encrypted file. By the way,

these processes can be performed collectively by a secret sharing scheme (SSS).

Shamir’s SSS [34] is widely recognized as an SSS. In this method, the original file

is divided into multiple data called shares, and the original data can be restored

only when the necessary number of shares are collected. Original data will not be

restored unless the necessary number of shares are leaked. Moreover, if a portion of
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shares is lost or corrupted, the original data can be restored if there are more shares

than needed. It, therefore, can be used to improve confidentiality and availability.

It, however, much time to process a SSS. For this reason, when using a SSS, it is

necessary to evaluate whether it can be processed at a practical speed.

3.2.6 Storing and Getting of Files

When storing a file, it is assumed that encrypted files are first copied and dis-

tributed. An operation rate of management computers is high, and surplus capacity

of their computer can be accessed. In contrast, the operation rate of storage com-

puters is low, and surplus capacity of its computer may not be able to access. For

this reason, if a file is stored only in a storage computer, the file may not be got due

to the shutdown of the storage computer. We, therefore, basically store the original

file on a management computer and copies on storage computers. Moreover, an

importance level can be set as an option for each file. A file of a high importance

level is regarded as a file that needs to be got all the time, and its copies are also

stored on management computers. In contrast, a file of a low importance level is

regarded as a file that cannot be got, and the original file is stored in storage com-

puters as well as its copies. This importance level is specified when the file is saved.

By the way, even if a storage computer is shut down, if the computer supports

Wake-on-LAN, which allows the computer to turn on via a network, we can access

stored files by forcibly starting the storage computer.

In a management computer group or a storage computer group, we select which

computer’s surplus capacity to store files according to the performance of its storage.

For the performance of storage as an index, the size of its surplus capacity and its

degradation state are used. This information is notified from a computer with its

storage to management computers whenever there is a change. By default, files are
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stored preferentially in storage with large surplus capacity. We, however, do not

store files to a storage that has a bad deterioration state, except in an emergency

when it cannot be stored to another storage. We can use Self-Monitoring Analysis

and Reporting Technology (S.M.A.R.T.) [35] as an indication for a deterioration

state. By setting a threshold to the number of bad sectors that can be obtained

by S.M.A.R.T., it is possible to determine whether a deterioration state is good or

bad.

When getting a file, it is tried to get it from storage computers first. If it

is not present in storage computers, it is got from management computers. In

a management computer group or a storage computer group, we get a file from

which computer’s surplus capacity to store files according to the performance of

its storage. In a management computer group or a storage computer group, it is

accessed in the order in which the reading performance of storage is high. We can

get the reading performance information of storage in S.M.A.R.T..

3.2.7 Relocation of Files

If each computer leaves the system, it notifies a management computer that it is

leaving. If leaving of a computer is temporary, stored files it holds intact. If it

is a permanent leaving, stored files in the storage of its computer are relocated to

surplus capacity of another computer. The method for selecting a storage location

for relocation is the same as that for selecting a storage location for files. Moreover,

each computer may leave illegally due to a failure or failure without notice. Then,

alive monitoring is carried out for each computer from management computers.

As used capacity increases, surplus capacity decreases. If this results in a short-

age of surplus capacity, we free up space in preparation for further reductions in

surplus capacity. In this case, surplus capacity is made available by relocating
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stored files.

3.2.8 Management of Various Information

Various information is necessary for the processing of this system. It is good that

each computer can always share the latest information instead of getting the infor-

mation sequentially. For this reason, tables for managing various information are

created by a DDB.

First, a computer table for managing various information about computers is

created. Table 3.1 shows the definition of this table. An identifier of a computer

also distinguishes a management computer from a storage computer. An IP address

of a computer is used to communicate with the computer. The operating status of

a computer is used to judge whether or not the computer is in a temporary leaving

state.

Table 3.1: Definition of a computer table.

Items

An identifier of a computer
An IP address of a computer

Operating status of a computer

Next, a storage table for managing various information about storage is cre-

ated. Since one computer may have multiple storage, it is managed separately

from a computer table. Table 3.2 shows the definition of this table. Total capac-

ity, used capacity, and free capacity of storage is obtained from each computer to

management computers in the same way as surplus capacity.

Finally, a file table for managing various information about stored files is created.

Table 3.3 shows the definition of this table. A file table only stores information
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Table 3.2: Definition of a storage table.

Items

An identifier of storage
Total capacity of storage
Used capacity of storage
Free capacity of storage

Surplus capacity of storage
Reading performance of storage
A deterioration state of storage

An identifier of a computer with storage

about files such as an identifier and capacity and is used as an index for stored

files. An entity of each file is stored directly in each storage separately from a

distributed database. A path when storing files is fixed, and it is not necessary to

store information about a path in this table.

Table 3.3: Definition of a file table.

Items

An identifier of a file
Name of a file
Size of a file

An importance level of a file
An identifier of a copy

We can access files by referring to a file table, a storage table, and a computer

table in that order.

3.3 Dealing with Leaving of Using-Computers

In order to implement proposed system in its entirety, we first consider leaving of

using-computers.
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Using-Computers have an inherent purpose, and at unspecified times, the oper-

ating system may shut down, suspend, or disconnect from network communication.

Due to these causes, when a node leaves the system, the number of file replicas to

ensure redundancy is reduced.

Therefore, in order to maintain or recover the number of file replicas, it is nec-

essary to have a function to detect when a node leaves the system and to recover

the file replicas. However, since the appropriate or possible detection and recovery

processes differ depending on the cause of the leaving, we categorize the leaving

methods based on their processing differences and propose appropriate detection

and recovery methods for each type of leaving.

3.3.1 Classification of Leaving

Node leaving here refers to the state in which one node becomes inaccessible to other

nodes. Reasons for leaving a node include OS shutdown, suspend, and disconnection

of the network connection. In these cases, the files held by the leaving node may

or may not be able to be saved to other nodes. There are also cases where the

leaving node may or may not be able to declare its intention to leave to a group

of other nodes. For example, there are cases where the leaving node does not have

enough time to wait for the completion of file transfer, or where there is no room

to communicate with other nodes, such as in the case of forced shutdown of the

OS. In order to maintain the number of file replicas efficiently, it is considered

that appropriate processing is necessary depending on the combination of these

possibilities.

Here, when a node leaves, it notifies other nodes of its intention to leave, which

is called leaving declaration, and when a node leaves, it saves its files to other nodes,

which is called self-replication.
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If the node can wait for the shutdown to complete, it can afford to run leaving

declaration and self-replication. However, in the case of a forced shutdown, these

actions are not possible, and other nodes need to be able to detect this. Therefore,

the nodes joining in the system maintain a ring network in the lexical order of IP

addresses, and any node that cannot communicate on the ring is considered to have

left the system without being able to make a declaration. The IP addresses of a

group of nodes are managed in a distributed database, and each node can repair

the network between nodes by referring to the distributed database, although this

involves a reference cost.

The possible operations of a leaving node can be classified into three stages

according to the reason for its departure.

The first stage is when a node can wait for both the leaving declaration and

self-replication to be completed.

The second stage is when a node can wait for only the leaving declaration to

be completed. Self-replication requires a longer transfer time depending on the

data size of the file held by the node, but only the leaving declaration requires a

shorter time. In addition, when other nodes receive the leaving declaration, they

can quickly cooperate to recover the number of file replicas.

The third stage is when a leaving node neither leaving declaration nor self-

replicate. In this case, a leaving node is detected from the disconnection of the

ring network, and immediately after the detection, the group of nodes cooperates

to recover the number of file replicas. This process is called event-driven type.

However, there is a possibility that the number of replicas will not recover normally

due to further disconnection during the recovery. Therefore, the system periodically

checks the number of file replicas held by each node and recovers the number of file

replicas that are less than the default number. This process is called polling type.
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Although the first step is desirable for administrators, the second and third steps

are likely to be more common since they cannot control using-computers.

3.3.2 Implementation

We implemented a way to deal with leaving and rejoining of using-computers. The

development language was Java, and the project was managed by Apache Maven.

The project was managed by Apache Maven [36]. Apache Cassandra [37] was

adopted as the distributed database, and the DataStax Java Driver for Cassandra

[38] was used to control Cassandra using the Java language. Cassandra manages

and shares information about the nodes joining the system and the files held by

each node.

First, we describe the implementation of the case with leaving declaration. In

the case of self-replication, it moves its own files to the other node with the largest

surplus capacity, and then leaves. In the case without self-replication, the node first

notifies an other node that it is leaving. The node that receives the notification will

then create a copy of files owned by the leaving node. If the node already has files,

it further instructs the other node to replicate the file.

Next, we describe the implementation for the case without leaving declaration.

In the case of event-driven type, the system detects that a node has left the system

by not being able to acquire a file. The node that detects the departure makes

a copy of the file owned by the leaving node. If the node already has the file, it

further instructs other nodes to replicate the file. In the case of the polling type,

the number of replicas is periodically checked, and when the number is less than the

specified number, the node is considered to have left. Since the node that detects

the leaving already has a copy of the file owned by the node that left, it instructs

other nodes to copy the file.
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3.3.3 Experiment and Discussion

We experimented with processing during classified node leaving. The experimental

environment consisted of four computers with the following specifications: CPU:

Intel Core i5-6500, RAM: 16 GB, SSD: 240 GB, OS: Debian 9.11. The number of

file replicas maintained by the system was set to three.

First, we conducted an experiment to test how the presence or absence of self-

replication affects the case where leaving declaration is present. In the experiment,

we measured the processing time of one leaving node by varying the size and number

of files it has. For the size change, we varied one file by 50 MiB. For the number

change, we varied 10 MiB file the number of files by 5. In the case of no self-

replication, we measure the processing time when the node that is declared to leave

and the node that leaves do not possess the same file, which requires the most

processing steps to recover the replication.

Figure 3.2 and figure 3.3 shows the results of the experiment. We confirmed that

there was no difference in the processing time when the file size was changed. We

confirmed that the self-replication process is more efficient than the non-replication

process when the number of files is changed. However, considering that the dif-

ference in processing time is small and that the users of using-computers need to

wait until the self-replication is completed, the necessity of self-replication when

using-computers leave the network is considered to be low.
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Figure 3.2: Comparison of the presence or absence of self-replication when the file

size is varied.

Figure 3.3: Comparison of the presence or absence of self-replication when the

number of files is varied.

Next, we conducted an experiment to test the properties of event-driven type and

39



polling type in maintaining the number of file replicas. The experimental conditions

were the same as in the previous experiment. In the case of the event-driven type,

the processing time required to recover a replication varies depending on the file

held by the node that detected the leaving. Therefore, we measure the processing

time for the case where the processing time is the longest, when the detected node

does not have any replicas to recover.

The experimental results are shown in Figure 3.5 and Figure 3.5. In the polling

type, the number of files has a larger effect on the processing time than in the

event-driven type. The effect of the file size on the processing time is the same for

the event-driven type and the polling type. On the other hand, the effect of the

number of files on the processing time is much larger for event-driven type than

for polling type. In addition, in the event-driven type, since multiple replicas are

recovered together when a leaving is detected, the load of recovering the replicas

may be concentrated on some nodes for a short time. However, this becomes a

problem when the size or number of files exceeds a certain level. This suggests that

the event-driven type recovers a large number of replicas of files with small sizes,

while the polling type recovers a small number of replicas of files with large sizes,

thereby compensating for the shortcomings of both types.
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Figure 3.4: Comparison of each type when the file is varied.

Figure 3.5: Comparison of each type when the number of files is varied.
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3.4 Related Works

As an example of utilizing idle resources of using-computer, volunteer computing

[39] is a worldwide effort. This is an effort to utilize computing resources provided

by volunteers to perform tasks that are difficult to perform with a small number

of computing resources and require a large number of computing resources. The

donated computing resources are connected through the Internet based on the con-

cept of grid computing to form a large computer system with computing resources

comparable to a supercomputer. As an example of volunteer computing, there are

many projects using BOINC [40], which is open to the public for free, and is used

for various researches such as astronomy and biology. However, BOINC is mainly

intended for large-scale computational processing. There is an [29] about building

storage with volunteer computing, but it is an Internet-scale system and does not

mention on-premise operation.

Among idle resources, surplus storage capacity is mainly used as distributed

storage. As examples of the use of surplus capacity as distributed storage, there are

several storage services such as Storj [41] and Sia [42] that use blockchain technology.

These are cloud storage services via virtual currency, and the user must pay for

using the storage. On the other hand, they can receive compensation for providing

storage. The data is not stored on the storage managed by a specific service provider

as is the case with cloud storage, but on the storage of each user’s computer. This

is a decentralized system in which data is encrypted and stored in a distributed

manner on each user’s computer. This system has strong security. However, the

use of virtual currency is required to use the system, and it cannot be used only

within a specific network such as an organization.

There are cases where the surplus capacity of each computer is connected via

iSCSI to form a single high-capacity storage unit. In [43], the surplus capacity
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of each computer is connected by iSCSI and used as a single large storage. By

adding information such as storage capacity and read/write performance to the

iSCSI communication packets, the information is mutually shared among the stor-

age devices, and data is dynamically allocated, such that data that is frequently

read/written is stored or moved to high-performance storage, and data that is in-

frequently read/written is stored or moved to low-performance storage. In [44], the

data is encrypted by public key and hysteresis signature is added to the surplus

capacity. In [45], the extra capacity is used to reduce the cost of backing up the

data. In [45], extra capacity is used to share and back up data securely, easily, and

at low cost. In [47], the authors propose a decentralized storage service that uses

secret sharing techniques to store data in a distributed manner, and uses surplus

capacity to achieve confidentiality, availability, and low cost. In these studies, there

is no detailed description of what happens when an using-computer with surplus

capacity stops. In addition, there are various methods of using surplus capacity,

but the surplus capacity used is a fixed capacity, and it is not assumed to change

dynamically.

3.5 Conclusion

In this chapter, we proposed to utilize the surplus capacity of using-computers as

distributed storage. First, we designed the system based on the fact that the using-

computers have their original purpose. Next, we studied the process to maintain the

number of file replicas when a node leaves the system as a partial implementation

of the system. As a result, we defined the processes of leaving declaration and

self-replication, and implemented and evaluated them.
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Chapter 4

E-Learning System using Idle

Resources of Each Computer

4.1 Introduction

E-Learning systems that enable learners to study by themselves without a teacher

have widely deployed in universities, high schools and companies. Students can

study anytime and anywhere by themselves. For example, seventy six percent of

national universities in Japan introduce an e-Learning system [48]. Moreover, eighty

percent of companies introduce the system in a survey of 360 Japanese companies

[49]. The market size of e-Learning system increases year by year, and it will reaches

to 312.6 billion in 2021 in Japan [50].

It is important that an e-Learning system can be used continuously without

delay in education and training. The system, therefore, must be able to manage a

lot of e-learning contents and handle a lot of access from students There are various

e-Learning systems, most of which are implemented as a client-server (CS) model.

For example, Moodle [51], one of the famous e-Learning system, is a client-server

44



model. In such a CS based e-Learning system, the concentration of loads on a

server causes low response time, and the server becomes a single point of failure.

We, therefore, have to prepare multiple servers to distribute computation/storage.

Moreover, additional equipment such as a load balancer is also indispensable.

In order to solve these problems, we have developed a distributed e-learning

system integrated a P2P model with a CS model. In a P2P model, a system is

constructed from multiple machines called nodes. By applying a P2P model to the

server part of the CS model, this system distributes functions of a server to multiple

computers. A system with this structure is called a hybrid P2P-based system [52].

This system, therefore, has overcome the problem of a single point of failure and

concentration of loads in a CS model.

Here, if we can use many computers as nodes, higher fault tolerance and more

load distribution can be realized. It, however, requires additional costs to prepare

computers to be used as nodes. It, however, requires additional costs to prepare

computers to be used as nodes. Considering the performance required for an e-

Learning system, high performance is needed during peak times when large amounts

of content are used simultaneously, but not as much performance is needed during

normal times. Preparing nodes for peak times will increase the cost, but if they

are introduced for normal times, they will not be able to handle peak times. For

this reason, it is desirable to be able to flexibly adjust performance as needed while

keeping costs low.

Here, there are many computers in an organization used for office works. We

discuss to use such a computers as a node. In recent years, computers have become

inexpensive but have high performance. Thus office computers have also become

high performance. However, their performance is not fully utilized. In other words,

their office computer affords to computer something except office works. Moreover,
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cloud services become popular and we often store data on a shared storage for data

sharing and security. This increases, free storage space inside the office computers.

These computational resources and storage are idle resource, and should be utilized

for other purposes.

In this chapter, we propose to use idle resources of using-computers for a dis-

tributed e-Learning system. If we can use such an idle resources, we do not need

to prepare new computer to be used as a node. No additional cost is required.

Moreover, computers with idle resources are usually used for other purposes such

as office work. It, therefore, may not be available due to turn off. For this reason,

a dedicated server with all the functions of a server and running at all times is

prepared by using used-computers. We use using-computers by temporarily incor-

porating them into the system only when it is necessary to perform load balancing

or replacement in the event of a failure.

4.2 Overview of a Distributed e-Learning System

A web-based system is the most popular for an e-Learning system [53], [54]. Figure

4.1 shows the overview of a web-based e-Learning system. There are teachers,

learners, and managers. Users study by themselves in a web browser through a

computer or a smartphone they have.

A distributed e-Learning system is also a web-based system. Main functions

of our system are to provide learning contents and online test. A teacher uploads

learning contents and creates online tests. A learner studies learning contents in a

web browser, and take an online test. A manager manages those data. Our system

manages three types of data, learning contents, online test data, and users’informa-

tion. Learning contents and online test data are composed of various kinds of data
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Figure 4.1: The overview of a web-based e-Learning system.

such as images and texts. Users ’information is text data such as authentication

information and the learning history of a user.

In order to implement our system, first, we design a system structure that

integrates a P2P model and a client-server model. Then, we discuss how our system

manages data.

4.2.1 System Structure

In an e-Learning system, comfortability and continuously are important factors.

In a client-server model, the loads of computation and storage concentrate on a

server. It causes low response time. Moreover, the server becomes the single point

of failure. As the countermeasure to these problems, preparing multiple servers to

distribute computation/storage is effective, but it requires additional costs. Rich

universities/companies have enough money to purchase such multiple servers, but

poor universities/companies cannot pay such a money. A P2P model, therefore,

has been mentioned.
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When we apply a pure P2P model to an e-Learning system, the copyright issue

of learning contents arises. In a pure P2P model, users’machines have to manage

learning contents. Learning contents, however, may have a copyright notice. It is,

therefore, inappropriate the learning contents to be stored in users’machines. User

information is also inappropriate to be store in other users’machines Thus, users’
machines have not manage any data. We, therefore, integrate a P2P model with a

client-server model.

Figure 4.2 shows the structure of a proposed e-Learning system. A client in figure

2 is a user’s machine. A user ’s machine has only a function as a client and does

not join in a P2P network. Any data, therefore, is not stored in a user ’s machine.

On the other hand, we prepare multiple machines for the distribution of server ’s
functions. For the distribution, we make a P2P network constructed from multiple

machines. By dividing server’s functions to these multiple machines, we realize load

balancing and high fault tolerance. Moreover, we assume inexpensive computers to

be used as these multiple machines. For example, they are old computers that are

left unused or being discarded due to renewals or other reasons in an organization.

Since server’s functions are distributed among multiple machines, we do not need to

purchase an expensive machine. We, therefore, can construct a proposed e-learning

system at low lost.

4.2.2 Node Management

Machines that construct a P2P network are called nodes. Nodes on a P2P network

have to communicate with each other. Each node, therefore, have to know where

other nodes are. In order to manage nodes, we introduce a node management table.

The node management table consists of identifiers, IP addresses and free storage

space of each node. By getting an IP address of other node from a node management
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Figure 4.2: The structure of a distributed e-Learning system.

table, each node can communicate with other nodes. When storing data, sufficient

free storage space is required. Thus, the node management table has free storage

space of each node for the decision of a node where data is stored. By getting free

storage space of each node from a node management table, we can select a node

who has sufficient storage space for storing data. Each node adds own information

to a node management table when joining a P2P network. Each node deletes own

information from a node management table when leaving from a P2P network. In

addition, each node rewrites own information in a node management table when an

IP address or free storage space changes.

4.2.3 Data Management

This system provides services for learners to study learning contents and take on-

line test. The system, therefore, has to manage learning contents and online test
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data. In addition to these data, the system has to manage user information such as

learning history, the results of online test, an ID and a password for user authen-

tication. Each user information is written in each text file. Leaning contents and

online test data are composed of various kinds of data such as images and texts. It

is inefficient to manage those data independently, thus, those data of same learning

contents and online test is associated with each other. Then, the system manages

the associated data in a data management table.

The data management table consists of the path and the IP address of a node

an associated data is stored. The data management table stores only a path and an

IP address, not store associated data. Since the data management table indicates

the location where learning contents and online test data exist, anyone can find

the location of any learning contents and online test data by referring the data

management table. Learners can download any learning contents and online test

data to study by themselves; a teacher can update learning contents and online test

data. Moreover, when the rest of storage space in a node is small, we can move data

to other a node by rewriting a path and an IP address in the data management

table. It is effective to balance storage space in each node.

4.2.4 Distributed Hash Table

We introduced a node management table and a data management table. Since the

system manages learning contents, online test data, and user information in each

node, we can overcome the problem of a single point of failure on those data. Here,

we consider who will manage the node management table and the data management

table and how. If a specific node manages their table, the specific node becomes

a single point of failure. Thus, we design a database based on a Distributed Hash

Table (DHT). A database is the mechanism for managing tables collectively. DHT
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is widely used as a method to a construct system based on a P2P model. DHT

has high scalability. DHT is a technology that distributes the management of a

Hash Table to multiple nodes. DHT is a simple data structure of a key and value

pairs. DHT, therefore, cannot represent a database. To construct a database based

on DHT, we prepare three DHT and combine them. This mechanism is used as a

distributed database (DDB).

A table of the database consists of rows and columns. To represent rows and

columns by DHT, we prepare three DHT for the management of table names, the

representation of rows, columns of each tables. Figure 4.3 shows the structure of

DDB. The lower part of figure 4.3 shows three DHT constructing a table shown in

the upper part. DHT at the left one of the lower part is for the management of table

names. We store the identifier of a table as a key and the table name as a value.

The example in figure 4.3 shows there are three tables, named Node management

table, Data management table and User information table. DHT located at the

center of the lower part manages rows in a table. In figure 4.3, DHT named Node

management table manages three rows, Node 1, Node 2, and Node 3. The rest

DHT at the right of the lower part is for representation of columns. We store a

column name as a key and data body as a value. By combining those three DHT,

we can generate tables and realize a database.
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Figure 4.3: The structure of DDB.

4.3 A Distributed e-Learning System using Idle

Resources

As mentioned above, we have proposed a distributed e-learning system integrated

a P2P model with a CS model. In this distributed e-Learning system, we propose

the use using-computer as nodes.
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4.3.1 Design

Figure 4.4 shows the structure of a proposed distributed e-Learning system. A

client in figure 4.4 is a user ’s machine. This system is based on a CS model in

which clients connect to servers and servers provide services to clients. We, however,

prepare multiple machines for the distribution of server ’s functions. By dividing

server ’s functions to these multiple machines, we realize load balancing and high

fault tolerance.

Figure 4.4: The structure of a distributed e-Learning system using idle resources.

We construct this system with two types of servers. One is a resident server

that resides exclusively for the system except in the case of maintenance or failure.

We use used-computer as these servers. The other is an idle server that joins or

leaves dynamically according to the load increase or decrease or a resident server
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fails. We use using-computer as these servers.

When a load of the system is low, it operates only on resident servers. Clients,

therefore, first connect to any resident server when using the system. When ac-

cesses are concentrated on the resident server and the load increases, the idle server

is merged with itself to distribute the accesses and improve the processing per-

formance. Access distribution is achieved by placing contents on idle servers and

redirecting access from clients. If a load decreases, idle servers are left. For this

reason, this system has high scalability that can flexibly adjust its performance ac-

cording to a load. Moreover, when a failure occurs in resident servers, this system

improves fault tolerance by allowing an idle server to be used as a resident server if

necessary.

4.3.2 Placement Method of Contents

If a file of learning content is stored only in a specific server, we cannot access the

file when an unexpected loss of a file or server that have the file leaves. Moreover,

when an access from clients concentrate on a specific learning content, a load of

a server holding it increases. We, therefore, replicate a learning content and store

them on multiple servers. Thus, the availability of learning contents is improved.

Moreover, access to a learning content from clients is distributed among multiple

servers.

Here, it is considered that learning contents have different utilization frequency.

It is desirable to distribute a load by placing many replicas for learning contents with

high utilization frequency. On the other hand, learning contents with low utilization

frequency need only have enough replicas to guarantee minimum redundancy. We,

therefore, want to keep a minimum number of replicas in normal times and change

the number of replicas according to utilization frequency. Moreover, since idle
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servers join and leave according to increase and decrease of a load, frequency of

joining and leaving is more than that of resident servers. It is, therefore, necessary

to place replicas corresponding to the frequent occurrence of joining and leaving in

idle servers. Thus, we define strong-replica and weak-replica as replicas of learning

contents.

A Strong-Replica

A strong-replica is a replica that increases redundancy. When a learning content

is newly stored, a certain number of its strong-replica is created and distributed

in resident servers. Moreover, the system ensures that there is always a constant

number of strong-replicas. For example, if a server with a strong-replica leaves, the

number of strong-replicas decreases. In this case, a new strong-replica is created for

an existing server. For this reason, even if some strong-replicas are unexpectedly

inaccessible, we can use a learning content always because of the presence of other

strong copies.

A Weak-Replica

On the other hand, a weak-replica is a replica for load balancing. This is newly

created when utilization frequency becomes high due to access to a learning content

is concentrated. It is created on an idle server. Thus, idle servers join the system

when weak-replicas are created. It then distributes a load by redirecting client

accesses to idle servers with weak-replicas. If it is used less frequently, a weak-

replica is removed and an idle server is left from the system. By dividing a replica

of a learning content into a strong and a weak-replica, we can realize its redundancy

and load balancing efficiently.
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Replica Management

In order to manage each information of learning contents based on a strong and a

weak-replica, a file table has a file name of each learning content, an IP address of a

stored server, a file path on a stored server, and a replica number of a file. A replica

number is a serial number that can distinguish between a strong and a weak-replica.

We simplify a process by managing strong and weak-replicas in the same way on a

DDB. Moreover, we also simplify a process further by not distinguishing an original

file from a strong-replica. Each server refers to a file table to provide clients with

access to learning contents.

Process of Each Replica

We describe each process about a strong-replica and a weak-replica.

When a learning content is newly stored, a preset number of strong-replicas

are created and stored on resident servers. Moreover, the system adds information

about stored strong-replicas to a file table. When a learning content is deleted,

the system refers to a file table and delete appropriate strong and weak-replicas

from servers with them. Moreover, the system removes information about deleted

replicas from a file table. In the case of updating learning contents, the system

carries out its newly storing process after their deletion process.

When getting learning contents, the system refers to a file table and provides

clients with access to servers with strong or weak-replicas. An access destination

is determined at random for load balancing. The system records the number of

accesses to each replica. The system keeps track of the number of accesses to

each replica for a given period, and accesses the replicas in order of decreasing

number of accesses for load balancing. Moreover, if more than a certain number of

replicas is accessed, the system creates a weak-replica on an idle server and adds its
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information to a file table. Weak copies are deleted when the number of accesses

falls below a certain number.

If a server to be left from the system has a strong-replica, the server creates a

strong-replica to another server and rewrites its information in a file table before

the server leaves. If a server has a weak-replica, the server deletes it and rewrites its

information in a file table before the server leaves. In addition, servers that join the

system may leave unexpectedly due to a failure. In this case, the system refers to

a file table, and if a left server has a strong-replica, it creates a new strong-replica

on another server and rewrites a file table. If a left server has a weak-replica, the

system deletes its information from a file table.

4.3.3 Implementation

DDB implements in Apache Cassandra [37]. Cassandra are prepared for various

programming languages. In this implementation, we use a Java driver [38].

Cassandra has Keyspace that corresponds to a database of a relational database.

In Keyspace, we can create ColumnFamily that corresponds to a table of a rela-

tional database. In creating ColumnFamily, it is necessary to define its name, a

column name and a data type, and a primary key column. Moreover, multiple

ColumnFamily can be created in one Keyspace.

A server table is created by using one ColumnFamily. Table 4.1 shows the

definition of a server table. Each server rewrites this table when joining or leaving

a cluster. Moreover, it also refers to this table to get free storage space when storing

learning contents.

A file table is created by using one ColumnFamily as well as a server table. Table

4.2 shows the definition of a file table. Each server rewrites this table when joining

or leaving a cluster. Moreover, it also refers to this table to get free storage space

57



Table 4.1: Definition of a server table.

Row name Explanation

id An identifier of a server
ip An IP address of a server
fs Free storage space of a server

when storing learning contents. In addition, this table records a number of accesses

to a file for a given period and uses it as a reference for making weak-replicas.

Table 4.2: Definition of a file table.

filename A name of a file
location An IP address of a server which has a file
filedir A path where a file exists
repid A replication number
count A number of accesses to a file for a given period

We describe each process flows of an implemented system. Programs for each

process are created by Java. Moreover, HTTP is used for client-to-server and server-

to-server communication.

When a learning content is newly stored, a preset number of strong-replicas are

created and stored on resident servers. The storing destination is determined in the

order of an amount of free storage space by referring to a server table. Moreover,

a path on a server is set uniformly in advance. After storing, the system adds this

information to a file table. The system sets a replication number to an integer

starting with 1 to 99. When a learning content is deleted, the system refer to a file

table and deletes appropriate strong and weak-replicas from servers with them using

the destination IP address and path. After deleting, the system removes information

about deleted replicas from a file table. In the case of updating learning contents,

the system carries out its newly storing process after its deletion process.
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When a client gets learning contents, a server accessed by this client refers to a

file table; and if a file is stored in its own server, this server provides the file to the

client. If the file is not stored on the server, the server gets an IP address and a path

of the server where the file is stored from a file table and redirected to its server.

A priority of a redirected destination is in order of the least number of accesses to

a file for a given period. Here, if a strong-replica of a learning content is accessed

more than a number of accesses to a file for a given period, the system creates a

weak-replica to an idle server. Moreover, the system adds its information to a file

table and use it as an access destination. A replication number should be an integer

starting with 100 to distinguish strong-replicas. In addition, we reset a number of

accesses at a given period to detect a temporary load increase. The system deletes

a weak-replica if its number of accesses is below a certain number.

If a server with learning contents leaves by a plan, the server processes corre-

sponding to its replicas. In the case of a strong-replica, the server creates a new

strong-replica to another server and rewrites its information in a file table. A server

to be created is a resident server with the largest free storage capacity. In the case of

a weak-replica, the server deletes it and rewrites its information in a file table. After

processing replicas, the server leaves from the system. In the case of unexpected

leaving, the system refers to a file table, and if a left server have a strong-replica, it

creates a new strong copy on another server and rewrites a file table. If a left server

has a weak-replica, the system deletes its information from a file table. Each server

checks a server table for communication at regular intervals to detect unexpected

disconnection or failure.
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4.3.4 Experiment and Evaluation

We examined how the content acquisition time changes when there are only strong-

replicas and when there are also weak-replicas.

As an experimental environment, we prepared 16 virtual machines (CPU: Intel

Core i5-6500 (1 core), RAM: 512GB, HDD: 40GB, OS: Debian 9).

We placed 1KB of content on a single node and measured the average response

completion time when simultaneous accesses to the content occurred. The number

of simultaneous accesses was set to 600, and Apache JMeter [55] was used. In the

case of strong-replica only, the number of replications was set to 3. In the case

of weak-replica, weak-replicas were created on all nodes on the first attempt, and

all weak-replicas were deleted every three attempts. The measurement results are

shown in figure 4.5.

Figure 4.5: Comparison of average response time with and without weak-replica.
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In the first, fourth, seventh, tenth, and thirteenth trials accessed without the

weak-replica, the response time is shorter for the strong-replica only, the time is

shorter for the strong-replicas only. This is because it takes time to create the

weak-replicas and distribute the accesses. However, in trials where weak-replicas

are present, the time is shorter when weak-replicas are present. From this, it was

confirmed that processing performance could be improved by creating weak-replicas

on the using computers and distributing the access.

4.4 Related Works

So far, e-Learning systems based on the P2P model have been developed [56],

[57]. In these, all the nodes participating in the system communicate directly with

each other in an equal relationship to improve fault tolerance and distribute the

load. These can solve the problems of the CS model by distributing the processing.

However, if all nodes leave the system, the system cannot continue to run.

In order to solve the problems of P2P model and CS model respectively, an

e-Learning system based on hybrid P2P [58], [59] has been proposed. In [58], the

bootstrap node is introduced to share preliminary configuration information with

new entrants to the platform. In [59], responsiveness and availability are improved

by giving different roles to nodes, such as only providing functions as a server.

However, these do not mention the cost. In the proposed system, the cost can be

reduced by using idle resources of using-computers and used-computers as nodes.
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4.5 Conclusion

In this chapter, we have proposed to use idle resources of using-computers and used-

computers for an e-Learning system. By using using-computers as nodes and having

them join the system, the processing performance can be flexibly adjusted according

to the load of the system. We also defined the strong-replica and the weak-replica

and tested the effects. Therefore, we have achieved high fault tolerance and flexible

load balancing as needed at a low cost.
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Chapter 5

Content Delivery Network using

Idle Resources of Each Computer

5.1 Introduction

As we enter the year 2020, the impact of COVID-19 is changing the way of life of

human society [60]. There is a need to avoid situations where people are enclosed,

crowded, and close together, and measures are being taken in a variety of settings.

In various schools, which are educational institutions, face-to-face classes, which

have been conducted as a rule, are being avoided as much as possible, and remote

classes and dispersed school attendance are being implemented [61].

In the case of distance learning, the main form of learning is for students to study

at home instead of commuting to school. In this case, there are more opportunities

to use computers for reading materials, watching videos, and writing reports than

in the past. With the implementation of distance learning, the use of computers in

classes and self-study has been rapidly promoted and practiced, and this is expected

to continue in the future even when the location of classes and self-study is moved
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to the school. The GIGA School Initiative [62] led by the Japanese Ministry of

Education, Culture, Sports, Science and Technology (MEXT ) is also working to

improve education using ICT by providing one computer per student and enhancing

the network, and the use of computers in class and for self-study in schools is

expected to spread. It is expected that the use of computers in classes and for

self-study will become more widespread.

When teaching or self-studying on a computer, content such as video images

and documents may be acquired and used via a network. The type of content to be

used depends on the content of the class or self-study, but if the subject matter of

the class or self-study is fixed, a situation where many people use the same content

is possible. In this situation, if each person tries to obtain the content, the server

that holds the content and the network to the server will be burdened with data

communication. In particular, when a particular content is used in real time, such as

during a class, that amount of communication will occur at the same time, and the

load on the server and network will increase rapidly in a short period of time, which

may cause delays and failures. In addition, if the target content exists on a network

outside of the school, data communication related to the acquisition of the content

will occur on the shared network, and this will occupy the limited bandwidth. The

amount of data traffic on shared networks is increasing due to COVID-19 [63], and

educational institutions are being urged to minimize the amount of data traffic in

remote classes [64]. For this reason, it is desirable to reduce the amount of external

data communication from the school network to the shared network outside the

school. If the amount of external data communication is reduced, the amount of

internal data communication is also reduced, and in general, the amount of data

communication in the shared network can be reduced.

Content Delivery Network (CDN ) [65] is the infrastructure for delivering content
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over a network, and it is widely used as a method for delivering mainly large-volume

content such as OS updater and videos. A basic CDN consists of a server that holds

the original of the content (hereinafter referred to as the ”origin server”) and a server

that holds a copy of the content as a cache (hereinafter referred to as the ”cache

server”). The duplicate of the content held by the origin server is placed in the

cache server. The content is then delivered to the end user through the delivery

of the duplicate from the cache server, and not directly from the origin server. By

distributing multiple cache servers both geographically and network-wise, the cache

server that is most suitable for the entire CDN and the end user’s situation can be

selected for delivery. CDN is generally used with services provided by providers

such as Akamai [66] but since they are built on the cloud, they cannot be used

within the school network. However, since it is built on the cloud, it cannot be

used within the school network. Therefore, it is not possible to reduce the amount

of data communication on the shared network line. In order to reduce the amount

of data traffic, it is possible to build a CDN on the school network and exchange

copies of the contents on the school network, but in this case, the cost of preparing

each server becomes an issue.

Therefore, we propose to reduce the amount of external data communication by

using using-computers with idle resources on the internal network to build our own

CDN on-premise. The users of the CDN will be user using computers connected to

the internal network where the CDN will be built, and not from external network.

There is no origin server because the original content is not managed, and the CDN

is composed of a management server that manages the CDN and a cache server that

places and distributes copies of the content. When using content on the external

network, the content is acquired through external data communication only for the

first time and placed in the cache server as a duplicate. After that, the duplicate
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content will be delivered, eliminating the need for external data communication

and reducing the amount of external data communication. In addition, the path to

acquire the relevant content can be shortened. By using existing using-computers,

it is possible to reduce the amount of new equipment that needs to be installed as

servers, etc., and to build a unique CDN at a low cost.

In this chapter, we design an on-premise CDN that utilizes using-computers to

reduce the amount of data communication in a shared network by reducing the

amount of external data communication.

5.2 Design

For the proposed CDN, we show the configuration and processing flow after orga-

nizing the assumed environment and using-computers to be targeted.

5.2.1 Assumed Environment

The proposed CDN is built on the internal network, and it is assumed that there

are using-computers on the network as described below. The target contents are

video images and documents on the Internet. The computers used by the users to

obtain and use the contents are connected to the internal network. We assume a

school as the specific environment, but it can be replaced by other organizations,

such as companies, as long as the environment satisfies the same conditions.

5.2.2 Target Computers

The using-computers to be used in the proposed CDN are only those that are con-

nected to the internal network, and are classified into three types: clients, resident

servers, and idle servers. Clients are computers that are used to access content.

66



This includes computers, tablets, and smartphones. The pure purpose of a client

is to acquire content for use in classes and self-study, but it is difficult to imag-

ine using the maximum amount of resources of a computer for this purpose alone.

Therefore, it is thought that idle resources also exist in clients, and we would like to

make effective use of them by preparing another use for them, just like other using-

computers. In addition, prior preparation such as software installation is necessary.

For this reason, it is necessary for clients to have their own personal computers. For

this reason, it is necessary to be able to distinguish between the use of a computer

for pure content use when the client is owned by an individual.

Resident servers are computers that are always running, and are assumed to be

servers used to run information systems. Since it is always running, it can be used

in principle to provide services to clients at all times, except when a failure occurs.

We assume that you will be using used-computer for this server.

On the other hand, idle servers are computers are started up only when neces-

sary, and stopped when they are no longer needed. We assume that you will be

using using-computer for this server. The frequency and timing of starting and

stopping varies depending on the user and purpose of its computer, and cannot be

controlled. Therefore, in idle servers, it is necessary to assume that it will start

and stop at different frequencies and timings. In addition, idle servers may become

clients, and these situations need to be considered. There is also a possibility that

resident servers will become clients as well, but this situation is not assumed here.

5.2.3 Structure of Proposed CDN

The configuration of the proposed CDN is shown in Figure 5.1. It consists of a

management server, a cache server, and clients. Since there are using-computers

that serve as both cache servers and clients, they are represented as belonging to

67



both groups in the figure.

Figure 5.1: The structure of the proposed CDN.

The management server functions as a proxy server that relays communications

to acquire contents from clients, and is configured so that clients always relay to

the management server first when acquiring contents. In addition, it maintains a

list of cache servers and their contents. The management server is responsible for

the processing of the replicas. The process is split by the management server. In

this way, the system is easy to install and use. However, in the configuration, if
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there is only one management server, it becomes a single point of failure.Therefore,

it is necessary to improve load balancing and fault tolerance by preparing multiple

servers.

The cache server keeps copies of the content under the direction of the manage-

ment server and delivers the copies to the clients. For this reason, the cache server

is mainly used as a storage to hold the replicas of the contents. The cache server

uses two types of computers: idle computers and clients that may be used as cache

servers. The start-up and shutdown of these computers cannot be controlled, and

their availability depends on the situation at the time. For this reason Therefore, it

is not possible to always use a specific business computer or client as a cache server.

Therefore, instead of always using a specific business computer or client as a cache

server, all business computers and clients that can be used as cache servers should

be registered with the management server in advance. In addition, it is possible

that there is no computer that can be used as a cache server at all. However, even

in this case, the original content is maintained by the origin server, so external com-

munication will occur, but it will not result in a situation where the client cannot

use the content.

In the proposed CDN, if the target contents are located on the external network,

the origin server is also located on the network outside the school. If there are a

large number of clients using the content, it is possible to reduce the amount of

communication with the outside world by obtaining the content from the origin

server only the first time and then distributing a copy of the content. It is also

possible that the contents exist in the internal network. In this case, although it does

not reduce the amount of data communication in the external network, it avoids

concentrating the load on the origin server that has the content and distributes

the load. There is no need to change the configuration of the CDN, since the only
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difference between the origin server in the internal network and the external network

is the URI used to obtain the content.

5.2.4 Content Placement and Delivery

The management server identifies the content that the client wants to retrieve by

obtaining the URI included in the communication when the client retrieves the

content. By comparing this information with the list of available cache servers and

the contents held by the cache servers, the process is split.

Figure 5.2 shows the basic processing flow when there is no copy of the content to

be retrieved on an available cache server. When a client attempts to acquire content,

the communication is relayed by the management server (1). The management

server branches off the process, retrieves the content from the origin server on

behalf of the client (2 and 3), and places a copy in an available cache server (4).

At the same time, it updates the list of cache servers and contents. The client then

requests a redirect to the cache server that delivers the replicas (5), and the client

connects to the cache server to retrieve the contents (6 and 7). If the content to be

used is available on an available cache server, processes 2 through 4 are skipped,

and the next process after 1 is to request a redirect (5).
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Figure 5.2: The process flow of the proposed CDN.

The replicas are placed by selecting multiple replicas from the available cache

servers in the order of the amount of available storage space. The distribution

source is randomly selected from the available cache servers that have the content.

It should be noted that there is room for consideration in selecting the appropriate

distribution destination and number of replicas, taking into account the impact on
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the original use of the cache server, the restrictions imposed by the original use,

and the location relationship with the client.

If a large number of accesses occur simultaneously to content that does not exist

on an available cache server, it is possible that the placement of the content on the

cache server and its delivery from the cache server will not be completed in time

to meet the client’s request. If this is not possible, the priority is to reduce the

amount of external data communication, and the client will wait to acquire the

content until the placement in the cache server is completed. However, in the case

of a large number of simultaneous accesses when it is known in advance that the

content will be used, the client can avoid waiting for the content to be placed in

the cache server by performing the operation to acquire the content in advance.

This is the current policy, but there is room for consideration on how to shorten

the latency and how to balance the amount of external data communication with

the latency.

5.2.5 Cache Servers and Content Management

Information about cache servers and the content is managed by the management

server. These information is used to select the location of the content and the source

of distribution.

Information of cache servers is registered in advance by connecting to the man-

agement server from using-computers and clients side to be used as the cache server.

The cache server manages information such as the IP address required for commu-

nication, the startup status, and the free storage space required for placing content

replicas, and updates this information through regular communication between the

management server and the cache server, as well as communication with the cache

server when it starts and stops. Periodic communication is used to respond to
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failures such as unexpected stoppage of the cache server.

5.3 Related Works

In CDN, there have been many studies on algorithms for content placement and de-

livery, and various methods have been proposed and evaluated to reduce the amount

of data transmission and achieve high-speed delivery to clients [67], [68]. In addi-

tion, there is [69] that assumes the construction of a CDN within an organization,

rather than using a CDN provided by a CDN provider or ISP. This assumes that

the bases that make up the organization are physically dispersed, and proposes an

effective design based on the differences between CDNs operated by CDN providers

and ISPs and CDNs built within the organization. However, the computers that

make up the CDN are under the control of the CDN administrator. In addition, it

is assumed that the users of the content are not from within the organization but

from outside.

Another method for sharing content is based on Peer to Peer (P2P) technology,

such as BitTorrent [70]. In contrast to basic CDN and other methods in which

a server holding the content distributes it to clients who request it, this method

allows the computers participating in the system to mutually request and distribute

content by having equal roles and functions. There are also CDNs that use P2P

technology [71]. Although P2P technology can be applied as a part of the proposed

CDN, it is not used in this study for simplifying the configuration and operation.
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5.4 Conclusion

We proposed and showed the design of an on-premise CDN that utilizes idle re-

sources. By constructing our own CDN on the internal network, we can reduce the

amount of external data communication compared to the case where users acquires

contents on the external network. In addition, by using using-computers on the

internal network as the computers that make up the CDN, an original CDN can be

constructed at a low cost.
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Chapter 6

Conclusion

In this thesis, we discussed building of a distributed system using idle resources of

computers.

In chapter 2, we have organized characteristics of used-computers and consid-

ered a storage system based on their characteristics. Results of considering, we

have assumed an inexpensive and highly available distributed storage system us-

ing numerous used-computers after replacing existing disks of used-computers with

large capacity as needed to secure capacity. Moreover, in order to reduce and fa-

cilitate labors required for construction and operation, we have implemented an

auto-construction system of a distributed storage environment for used-computers

and experimented. Through this experiment, we have confirmed that the most

of the processing of construction were successfully automated and we could reuse

used-computers as distributed storage.

In chapter 3, we proposed to build an inexpensive storage system by utilizing

the surplus capacity of using-computers as distributed storage. The design of the

system was based on the assumption that the computers in use have their original

purpose. As a partial implementation of the system, we also considered a process
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to maintain the number of file replicas when a node leaves the system.

In chapter 4, we have proposed to use idle resources of using-computers and

used-computers for an e-Learning system. By using using-computers as nodes and

having them join the system, the processing performance can be flexibly adjusted

according to the load of the system. We, therefore, have been realized load balancing

and high fault tolerant of the system at low cost.

In chapter 5, we considered content delivery network using idle resources of

using-computers and used-computers. By using idle resources to build a CDN on-

premises, data traffic to and from the outside world can be reduced, and data traffic

on the shared network can be reduced inexpensively.

It is hoped that the above results will lead to the effective use of idle resources

in the future.
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